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ABSTRACT

In this paper, a school-based optimization (SBO) algorithm is applied to the design of steel frames. The objective is to minimize total weight of steel frames subjected to both strength and displacement requirements specified by the American Institute of Steel Construction (AISC) Load Resistance Factor Design (LRFD). SBO is a metaheuristic optimization algorithm inspired by the traditional educational process that operates within a multi-classroom school. SBO is a collaborative optimization strategy, which allows for extensive exploration of the search space and results in high-quality solutions. To investigate the efficiency of SBO algorithm, several popular benchmark frame examples are optimized and the designs are compared to other optimization methods in the literature. Results indicate that SBO can develop superior low-weight frame designs when compared to other optimization methods and improves computational efficiency in solving discrete variable structural optimization problems.

1. Introduction

During the last decades, many optimization techniques have been developed for structural design problems. Among them, metaheuristic algorithms have been proven quite effective. Genetic algorithms (GA) [1–3], ant colony optimization (ACO) [4–8], particle swarm optimization (PSO) [9–12], harmony search (HS) [13,14], charged system search (CSS) [15–17], and colliding bodies optimization (CBO) [18–20] are some of the most popular techniques in structural optimization. Many optimization algorithms have been developed to solve steel frame optimization problems: Camp et al. used ACO [21]; Degertekin employed HS [22]; Kaveh and Talatahari employed imperialist competitive algorithm [23]; Hasancibi and Azad utilized Big Bang–Big Crunch [24]; Kaveh and Talatahari used CSS [25]; Togan used teaching-learning-based optimization (TLBO) [26]; Kaveh and Farhoudi proposed dolphin echolocation [27]; Maheri and Narimani used an enhanced HS [28]; Hasancibi and Carbas employed a bat-inspired algorithm [29]; Talatahari et al. utilized an eagle strategy [30]; Carraro et al. employed a search group algorithm [31]; Afzali et al. proposed modified honey bee mating optimization [32]; and Kaveh and Ilichi employed enhanced whale optimization [33].

A common approach in metaheuristic optimization is to randomly generate an initial population of potential solutions and gradually improve the overall fitness of the population in a stochastic process. Standard metaheuristic optimization algorithms typically allow only intra-population collaboration; however, a more sophisticated approach is to utilize sets of independent parallel populations that collaborate – extending the explorative capabilities of the algorithm and improving the overall efficiency. An example of this approach is a two-stage optimization algorithm that employs a series of independent metaheuristics to explore different regions of the search space (first stage) and then focus the search on the sub-region with the most promising solutions (second stage) such as eagle strategy [34] and multi-class teaching-learning-based optimization (MC-TLBO) [35]. One of the challenges in the application of two-stage algorithms is the selection and implementation of the first stage termination criterion. The termination criterion introduces parameters that need to be tuned for a specific problem which, in result increases the complexity of the algorithm. To overcome this issue, Farshchin et al. [36] introduced a collaborative multi-population framework that utilized a TLBO algorithm and called it school-based optimization (SBO). SBO extends the simple model of teaching and learning within a classroom modeled by TLBO to a school of numerous collaborative classrooms where teachers can be reassigned to other classrooms and thus share knowledge across the school. Farshchin et al. [36] showed that SBO outperforms basic TLBO in finding low-weight designs of truss structures with frequency constraints in a continuous search space.

In this paper, the effectiveness of SBO in solving discrete optimization problems is investigated. The objective of these optimization problems is to minimize total weight of steel frames subjected to both strength and displacement requirements as specified by the American Institute of Steel Construction (AISC) Load Resistance Factor Design (LRFD) [37]. Three often cited benchmark frame structures are designed to provide a comparison between the performance of SBO and
other algorithms in the literature. Due to the variety of structural modeling approaches and constraint implementations available in the literature, the analysis and design of these benchmark problems are explained in detail and SBO results are compared to relevant published designs.

2. Optimization algorithm

2.1. Teaching-learning-based optimization

TLBO is a metaheuristic algorithm inspired by the traditional educational process in a class of students [38]. Each student provides a solution for the optimization problem and a student with the best solution will be assigned as the teacher of the classroom. The algorithm considers two main mechanisms for exchanging information in a classroom: between a teacher and a student and inter-student collaboration. These mechanisms are implemented in two different consecutive processes: a Teacher Phase that simulates the influence of a teacher on students; and a Learner Phase that models the cooperative learning among students.

2.1.1. Teacher phase

To simulate this process in an optimization algorithm, the teacher mechanism should be applied across the entire range of the design variables. Each design variable is considered as different subjects in a course. During the Teacher Phase, students try to update their knowledge in each subject based on the information provided by the teacher. In mathematical terms, Teaching Phase is defined by:

\[ X_{\text{new}}(j) = X_{\text{old}}(j) \pm \Delta(j) \]  
\[ \Delta(j) = T_r \times r[M(j) - T(j)] \]  

where \( X_{\text{old}}(j) \) denotes the \( j \)th design variable for the \( k \)th design vector, \( T_r \) is a teaching factor, \( r \) is a uniformly distributed random number within the range of \([0,1]\), \( M(j) \) is the mean of the class, and \( T(j) \) is state of the teacher. In Eqs. (1) and (2), \( \Delta(j) \) indicates the difference between the teacher and the class mean for each design variable (its sign should be selected in such a way that the student always moves toward the teacher). The teaching factor \( T_r \) in Eq. (2) is the only adjustable parameter in the TLBO algorithm and is used to specify the size of the local search space around the design. Rao et al. [38] presented data to indicate that a value of \( T_r = 2 \) is appropriate to balance both the exploration and exploitation aspects of the search in the Teacher Phase; this value is used in this study. At the end of each teaching cycle, the current best student will be used as the teacher of the class for the next iteration. In the original TLBO formulation presented by Rao et al. [38], the mean is given as

\[ M(j) = \frac{1}{N} \sum_{i=1}^{N} X_i^{(j)} \]  

where \( N \) is the size of the population. However, a weighted mean based on the values of student performance provides better results [39]. The fitness-based mean is defined as

\[ M(j) = \frac{1}{N} \sum_{i=1}^{N} \frac{X_i^{(j)}}{P_i^c} \]  

where \( P_i^c \) is the penalized fitness of the \( k \)th student. The weighted mean puts more emphasis on qualified students and improves the overall performance of the TLBO algorithm.

2.1.2. Learner phase

Interactive learning among students within a classroom can improve individual performance and consequently the overall performance of the class. The procedure for the Learner Phase is given in the following steps:

(a) Randomly select a student, \( p \)
(b) Randomly select another student, \( q \) such that \( p \neq q \)
(c) Evaluate the fitness of both students
(d) If \( P_p < P_q \) (student \( p \) is better than student \( q \)), then

\[ X_{\text{new}}(j) = X_{\text{old}}(j) + r[X_{\text{old}}^p(j) - X_{\text{old}}^q(j)] \]  

otherwise

\[ X_{\text{new}}(j) = X_{\text{old}}(j) + r[X_{\text{old}}^q(j) - X_{\text{old}}^p(j)] \]

In Eqs. (5) and (6), \( r \) is a uniformly distributed random number within the range \([0,1]\). The student \( p \) moves towards student \( q \) if student \( q \) is better than student \( p \) (\( P_p > P_q \)) or away from student \( q \) otherwise. The direction and magnitude of the change depends on each student’s current position in the search space and the difference in the solution of students’ \( p \) and \( q \). In either case, student \( p \) attempts to improve its state [39].

3. School based optimization (SBO)

SBO is a multi-population metaheuristic algorithm, which extends the single classroom teaching-learning environment with one teacher (TLBO) to a school with multiple classrooms and multiple teachers. In the SBO algorithm, independent classrooms explore the search space simultaneously, each using TLBO; then, at the end of each iteration, a pool of teachers (one teacher from each classroom) is assembled. Before the next iteration, each classroom is assigned a new teacher from the teacher pool allowing the transfer of knowledge between classrooms. Teachers are assigned to classrooms using a roulette wheel selection mechanism based on the teachers’ fitness values. In addition, every newly assigned teacher for each classroom should have a better fitness than its current teacher.

Fig. 1 illustrates a flowchart of the SBO algorithm. During each iteration, all students in each classroom \( c \) are evaluated (there are a total of \( N_c \) classrooms) and the best student (measured by fitness) in each classroom is selected as the classroom’s teacher \( T_c \); all teachers are assembled into the teacher pool. Before each subsequent iteration, each classroom selects a new teacher \( N_{T_c} \) from the teacher pool using a roulette wheel that is subdivided into segments based on the teachers’ fitness values. The teacher assignment mechanism allows the SBO algorithm to use more than one teacher to guide the optimization. In result, this mechanism reduces the likelihood that the algorithm will converge to a local optimum. If for example, a classroom converges to a local optimum, that information will not necessarily be distributed to other classrooms since the performance of that classroom’s teacher has a lower probability of being selected as a new teacher. Furthermore, the classroom that developed the local optimum has a chance to be improved from this state with the selection of a better teacher from one of the other classrooms. After each classroom receives a new teacher, TLBO teaching and learning mechanisms are applied to each classroom independently and another round of teacher identification and exchange is initiated. The collaborative interaction between parallel classrooms continues until a termination criterion is met, typically some number of analyses wherein the best solution remains unchanged [21,35,36].

4. Frame optimization

A general objective function for frame optimization problems that only accounts for a structure’s weight \( W \) is

\[ \text{minimize } W = \sum_{i=1}^{N_c} L_i w_i(\eta_i) \]
where \( N_e \) is the number of elements in the frame, \( L_i \) is the length of member \( i \), and \( w_n \) is the nominal weight of the \( \eta_i \) W-shape for member \( i \) chosen from the AISC section database [37]. Table 1 lists the AISC W-shapes sorted by cross-sectional area and referenced by an index \( \eta \) [21]. The second value in each W-shape represents the nominal weight of that section. For example, a W24 \( \times \) 55 is a W-shape nominally weighs 55 (lb/ft).

The AISC-LRFD [37] specifications include strength and stability requirements combined with displacement limits (allowable interstory drift). These constraints are enforced on an unconstrained optimization problem by penalizing the objective function. The penalized structural weight \( F \) is

<table>
<thead>
<tr>
<th>Index number ( \eta )</th>
<th>Section name</th>
<th>Area (in²)</th>
<th>Moment of inertia (in⁴)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>W6 ( \times ) 8.5</td>
<td>2.51</td>
<td>14.8</td>
</tr>
<tr>
<td>2</td>
<td>W6 ( \times ) 9</td>
<td>2.68</td>
<td>16.4</td>
</tr>
<tr>
<td>3</td>
<td>W8 ( \times ) 10</td>
<td>2.96</td>
<td>30.8</td>
</tr>
<tr>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>266</td>
<td>W36 ( \times ) 798</td>
<td>235</td>
<td>62,600</td>
</tr>
<tr>
<td>267</td>
<td>W14 ( \times ) 808</td>
<td>237</td>
<td>16,000</td>
</tr>
</tbody>
</table>

Fig. 1. SBO flowchart.

Table 1. Relationship between index number \( \eta \) and AISC W-shapes [21].
ε is the penalty function exponent which is a positive value usually greater than 1, and C is a constraint violation function defined by Pezeshk et al. [45] as

\[ C = \sum_{i=1}^{N_c} C_i^{\sigma} + \sum_{i=1}^{N_c} C_i^{d} + \sum_{i=1}^{N_c} C_i^{I} \]  

(9)

where \( C_i^{\sigma}, C_i^{d}, \) and \( C_i^{I} \) are the constraint violations for stress, displacement, and the LRFD interaction formulas, \( N_c \) is the number of stories, and \( N_e \) is the number of beam columns.

In general, the penalty function \( C \) may be expressed as

\[ C = \begin{cases} 0 & \text{if } \alpha_i \leq 0 \\ \alpha_i & \text{if } \alpha_i > 0 \end{cases} \]  

(10)

where \( \alpha_i \) is a measure of the degree of constraint violation.

For stress constraints, \( \alpha_i^{\sigma} \) is defined as

\[ \alpha_i^{\sigma} = \frac{|s_i|}{s_i^a} - 1 \]  

(11)

where \( s_i \) is the stress in element \( i \) and \( s_i^a \) is the allowable stress in element \( i \).

For interstory drift constraints, \( \alpha_i^{d} \) is defined as

\[ \alpha_i^{d} = \frac{|d_i|}{d_i^a} - 1 \]  

(12)

where \( d_i \) is the interstory displacement in story \( i \) and \( d_i^a \) is the allowable interstory displacement (story height)/300 [37]. It should be noted that this constraint is changed to accommodate different displacement constraints as discussed in one of the example problems.

For the LRFD interaction formula constraints (Equation H1-1a, b [37]), \( \alpha_i^{I} \) is defined as

\[ \alpha_i^{I} = \frac{P_i}{2\phi_i\phi^a_i} + \left( \frac{M_{ix}^a}{\phi_i M_{ix}} + \frac{M_{iy}^a}{\phi_i M_{iy}} \right)^{-1} \quad \text{for } \frac{P_i}{\phi_i P_a} < 0.2 \]  

(13)

where \( P_i \) is the required axial strength (tension or compression); \( P_a \) is the nominal axial strength (tension or compression); \( \phi_i \) is the resistance factor (\( \phi_i = 0.90 \) for tension, \( \phi_i = 0.85 \) for compression); \( M_{ix}^a \) and \( M_{iy}^a \) are the required flexural strengths in the \( x \) and \( y \) directions, respectively; \( M_{ix}^a \) and \( M_{iy}^a \) are the nominal flexural strengths in the \( x \) and \( y \) directions.
Table 3
Designs for one-bay, ten-story frame.

<table>
<thead>
<tr>
<th>Element group</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
<th>Case 4</th>
<th>Case 5</th>
<th>Case 6</th>
<th>Case 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Column 1-2S</td>
<td>W14 × 233</td>
<td>W14 × 233</td>
<td>W14 × 233</td>
<td>W14 × 233</td>
<td>W14 × 233</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Column 3-4S</td>
<td>W14 × 176</td>
<td>W14 × 176</td>
<td>W14 × 176</td>
<td>W14 × 176</td>
<td>W14 × 176</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Column 5-6S</td>
<td>W14 × 159</td>
<td>W14 × 159</td>
<td>W14 × 145</td>
<td>W14 × 145</td>
<td>W14 × 132</td>
<td>W14 × 145</td>
<td></td>
</tr>
<tr>
<td>Column 9-10S</td>
<td>W12 × 79</td>
<td>W14 × 61</td>
<td>W12 × 65</td>
<td>W12 × 65</td>
<td>W14 × 68</td>
<td>W14 × 61</td>
<td></td>
</tr>
<tr>
<td>Beam 1-3S</td>
<td>W33 × 118</td>
<td>W33 × 118</td>
<td>W30 × 108</td>
<td>W30 × 108</td>
<td>W30 × 108</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beam 4-6S</td>
<td>W30 × 90</td>
<td>W30 × 90</td>
<td>W30 × 90</td>
<td>W30 × 90</td>
<td>W30 × 90</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beam 7-9S</td>
<td>W27 × 84</td>
<td>W27 × 84</td>
<td>W27 × 84</td>
<td>W27 × 84</td>
<td>W27 × 84</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beam 10S</td>
<td>W24 × 55</td>
<td>W18 × 46</td>
<td>W21 × 44</td>
<td>W21 × 44</td>
<td>W21 × 50</td>
<td>W18 × 46</td>
<td></td>
</tr>
</tbody>
</table>

Weight (lb) | 65,136 | 64,002 | 62,562 | 62,562 | 62,262 | 62,430 |
Mean (lb)    | –      | 65,880 | 63,308 | 63,308 | 65,257 | 63,244 |
Standard deviation (lb) | –      | 832.95 | 684   | 684   | 1,328.8 | 706.84 |
Number of analyses | 3000* | 12,691 | 8300  | 4000  | 7980  | 11,677 |
Number of runs  | –     | 100    | 100   | 100   | –     | 100    |

* Estimated value.

Fig. 4. Typical convergence history of one-bay, ten-story frame for (a) case 1 and (b) case 2.

Fig. 5. Stress ratio for members of one-bay, ten-story frame for (a) case 1 and (b) case 2.
directions (for two-dimensional structures, \(M_{nf} = 0\)); and \(\phi_b\) is the flexural resistance reduction factor (\(\phi_b = 0.90\)). The nominal tensile and compressive strengths \(P_n\) are

\[
P_t = A_k F_y
\]

\[
P_c = A_k F_c
\]

where \(A_k\) is the cross-sectional area of the member, \(F_y\) is the yield stress of steel, and \(F_c\) is given as

\[
F_c = \begin{cases} 
F_y \cdot 0.658 & \text{if } \frac{F_c}{F_y} \leq 4.71 \\
0.877 F_y & \text{otherwise}
\end{cases}
\]

where \(E\) is the modulus of elasticity, \(K\) is the effective length factor, \(L\) is the member length, \(r\) is the radius of gyration, and \(F_e\) is the Euler buckling load given as:

\[
F_e = \frac{\pi^2 E}{(\frac{L}{r})^2}
\]

Nominal flexural strength for doubly symmetric compact I-shaped members is calculated based on Section F2 in the AISC manual [37]. The effective length factor \(K\), for unbraced frames is approximated from the following [42]

\[
K = \sqrt{1.6 G_A G_B + 4.0 (G_A + G_B) + 7.5} \quad \frac{G_A + G_B + 7.5}{G_A + G_B + 7.5}
\]

where \(G_A\) and \(G_B\) are relative stiffness ratios of a member with end nodes \(A\) and \(B\). The value of \(G\) at each node is calculated as

\[
G = \frac{\sum I_{\text{column}}/I_{\text{column}}}{\sum I_{\text{beam}}/I_{\text{beam}}}
\]

where \(I\) and \(L\) are the moment of inertia and length of the members, respectively.

According to AISC-LRFD specifications [37], the required first order flexural and axial strengths should be amplified to account for the second order effects in structures as follows

\[
M_t = B_1 M_{nf} + B_2 M_0
\]

\[
R_t = R_0 + B_3 P_0
\]

where \(M_0\) and \(R_0\) are the required second order flexural and axial strengths of all members, respectively; \(B_1\) and \(B_2\) are the multipliers to account for \(P-\delta\) and \(P-\Delta\) effects, respectively; \(M_{nf}\) and \(P_{nf}\) are the first order moments and axial forces due to lateral translation of the structure, respectively; \(M_0\) and \(P_0\) are the first order moments and axial forces with the structure restrained against lateral translation,

\[
M_0 = M_{nf} + M_i
\]

\[
P_0 = P_{nf} + P_i
\]

where \(P_{nf}\) is the Euler buckling load with \(K = 1\) and \(C_m\) is

\[
B_1 = C_m \frac{1}{1 - R_0/R_1}
\]
\[ C_m = 0.6 - 0.4 \left( \frac{M_1}{M_2} \right) \]  
(25)

where \( M_1 \) and \( M_2 \), calculated from a first-order analysis, are the smaller and larger moments, respectively. The term \( B_2 \) accounts for the \( P - \delta \) effect and is calculated for each floor as

\[ B_2 = \frac{1}{1 - \frac{1}{1.5} \frac{\Delta_0 \text{ story}}{H}} \]  
(26)

where \( \Delta_0 \) is the first order drift due to lateral forces, \( h \) is the height of story, \( P_{\text{story}} \) is the total vertical load, and \( H \) is the shear force due to the lateral loads.

### 5. Design examples

In this section, SBO is applied to a series of benchmark steel frame design problems. Since different approaches are presented for modeling, analysis, and design of these benchmark problems in the literature, the variations are categorized into different cases and relevant solutions are compared. Different researchers have identified infeasibility of some of the designs provided in the literature [31,40]. In this study, only feasible designs, ones with no constraint violation, are considered.

Since there are no adjustable parameters associated with SBO, the only algorithmic parameter is the size of the population. As suggested by Farshchin et al. [36], a population of five classes, each with ten students, resulting in a total population of 50 is appropriate for these size of structural design optimization problems. In addition, the penalty function exponent \( \epsilon \), defined at Eq. (8), is set equal to 2 for all examples. For the purpose of comparing the number of analyses required to generate designs with other optimization methods, SBO uses the convergence criterion proposed by Camp et al. [21]; wherein, the algorithm is terminated when best solution remains unchanged for 2000 analyses.

#### 5.1. Two-bay three-story frame design

Fig. 2 shows the topology and loading conditions of a two-bay, three-story frame consisting of 15 members originally presented by Wood et al. [41]. Numerous researchers have developed design procedures for this frame that satisfy AISC-LRFD specifications while minimizing the structural weight [22,26,28,42,43]. Displacement constraints are not considered in this example. The material has a modulus of elasticity \( E = 29,000 \) ksi and a yield stress of \( F_y = 36 \) ksi. Imposed fabrication conditions require that all six beams be the same W-shape chosen from the 267 available W-shapes, listed in Table 1, and all nine columns are identical and restricted to W10 sections (18 W-shapes). For each column, the effective length factor \( K_y \) is calculated as calculated as for a sway-permitted frame using a simplified form of the transcendental equations [44] and the out-of-plane effective length factor is \( K_y = 1.0 \). Each column is considered unbraced along its length and the unbraced length for each beam member is specified as 1/6 of the span length. The size of the resulting search space is approximately 4806 designs.

An exhaustive search found the optimal weight of the two-bay, three-story frame to be 18,792 lb. [21]. SBO required only 502 (but as few as 200) frame analyses to converge to the optimum solution. In 100 independent runs, SBO always obtains the optimum solution; therefore, the mean value is equal to the optimum solution and the standard deviation is zero. For comparison, a GA [45], over 30 runs, found the optimal design in 20% of the time with an average weight of 22,080 lb. and a standard deviation of 5818 lb. and an ACO algorithm [21], over 100 runs, developed the optimal design 84% of the time with an average weight of 22,080 lb. and a standard deviation of 5818 lb. and an ACO algorithm [21].

Table 2 summarizes designs developed using SBO, a GA [45], and ACO [21]. While this is a simple frame design, the results indicate that SBO is significantly more computationally efficient and less likely to be influenced by a local optimum or the initial distribution of the search population.

### 5.2. One-bay, ten-story frame

Fig. 3 shows the topology and loading conditions for a one-bay, ten-story frame consisting of 30 members. This frame is designed following
the AISC-LRFD specification \[3\]. The material has a modulus of elasticity $E = 29,000$ ksi and a yield stress of $F_y = 36$ ksi. The effective length factors of the members are calculated as $K_x \geq 1.0$ for a sway-permitted frame using a simplified form of the transcendental equations \[44\] and the out-of-plane effective length factor is specified as $K_y = 1.0$. Each column is considered unbraced along its length and the unbraced length for each beam member is specified as $1/5$ of the span length. The element grouping results in 4 beam sections and 5 column sections. Each of the four beam element groups is selected from all 267 W-shapes, listed in Table 1, and the five column element groups are limited to W14 and W12 sections (66 W-shapes). The size of the resulting search space is approximately $6.36 \times 10^{18}$ designs.

There are two approaches to enforcing the displacement constraints in the literature: Case 1, limits the interstory drift for all stories to (story height)/300; while Case 2, only limits the displacement of the roof to (frame height)/300. In this study, both cases are considered and the generated designs are compared to other relevant optimization results reported in the literature.

For statistical purposes, both cases are optimized 100 times. For Case 1, SBO found a lighter design than the GA \[45\]; however, more analyses are performed. In Case 2, SBO found a lighter design than both ACO \[21\] and TLBO \[26\]. The SBO frame was slightly heavier than the design using SGA \[31\]; however, element number 10 of the SGA design slightly violates stress ratio ($\alpha_i = 1.014$). In addition, statistical results show that over 100 runs, SBO has an average weight that is 3.1% lighter with a standard deviation that is 47% lower than designs developed with a SGA \[31\]. Table 3 summarizes the design optimization performance for SBO, GA \[47\], ACO \[21\], TLBO \[26\], and SGA \[31\]. Fig. 4 shows the convergence history plots for the SBO algorithm for both cases. Fig. 5 shows stress ratio values for each member in the frame for both displacement cases. The maximum stress ratio for Case 1 is $\alpha_i = 0.9998$ and for Case 2 is $\alpha_i = 0.9999$; both cases are controlled by element 26 (the beam on the 6th story). Fig. 6 shows the interstory drift for Case 2; the maximum drift of 0.495 in. is associated with the 5th story.

5.3. Three-bay, twenty-four-story frame

Fig. 7 shows the topology and the service loading conditions for a three-bay, twenty-four-story frame consisting of 168 members originally designed by Davison and Adams \[46\]. The loads are
cases and compared to other relevant optimization results reported in the literature.

Table 4 lists the SBO designs for both analysis cases and results using other optimization techniques. For Case 1, the best SBO design is a frame that weighs 216,306 lb, which is 1.9% lighter than the ACO design [21]. Over a 100 runs, the average weight is 224,310 lb, which is 2.3% smaller than that obtained with ACO. For Case 2, the best SBO design is a frame that weighs 202,422 lb which between 0.35% and 5.8% lighter than other published designs. The average weight of the SBO designs is 209,560 lb with a standard deviation equal to 7052 lb.

Fig. 8 shows convergence history plots for SBO for both analysis cases. Fig. 9 shows stress ratio values in all frame members for both cases; most elements are well below 60% of capacity and the highest stressed element is still less than 90% of capacity. Fig. 10 shows the interstory drift for both analyses cases for the best SBO frame design listed in Table 4. In both cases, the interstory drift constraint approaches the maximum values in the first column of each column group (group numbers 7, 8, 9, 10, 11 and 12). For this frame, interstory drift controls the design process; the strength requirements for both the beams and the columns are secondary considerations.

6. Summary

In this study, a school based optimization (SBO) algorithm is applied to the discrete design of steel frames. SBO takes advantage of numerous collaborative populations to enhance both the explorative and information sharing characteristics of the algorithm over other methods. The applied collaborative strategy in SBO can be easily implemented with any number of other metaheuristic algorithms to enhance their performance. In this study, TLBO is implemented with the SBO framework since the optimization algorithm has almost no adjustable parameters to influence and control its performance. The structural steel design problem is formulated as an optimization problem with the objective of minimizing the total frame weight. A penalty function is employed to enforce the strength and displacement constraints to the optimization problem as required by AISC-LRFD [37].

To demonstrate the efficiency of the SBO algorithm, three benchmark steel frame problems are designed and the results are compared with those of other optimization methods. Statistical results are provided based on 100 independent runs. SBO consistently developed lighter feasible designs than other optimization techniques. In addition, statistical results indicate the robustness and computational efficiency of SBO for the discrete optimization of steel frames.
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Fig. 10. Interstory drift for three-bay, twenty-four-story frame for (a) case 1 and (b) case 2.

$W = 5,761.85\text{ lb, } w_1 = 300\text{ lb/ft}, w_2 = 436\text{ lb/ft, } w_3 = 474\text{ lb/ft, and } w_4 = 408\text{ lb/ft}$ [47]. The frame is designed following the AISC-LRFD specification [37] with a maximum interstory drift displacement constraint of (story height)/300. The material has a modulus of elasticity $E = 29,732\text{ ksi}$ and a yield stress of $F_y = 33.4\text{ ksi}$. The effective length factors of the members are calculated as $K_{ef} \geq 1.0$ for a sway-permitted frame using a simplified form of the transcendental equations [44] and the out-of-plane effective length factor is $K_{ef} = 1.0$. All columns and beams are considered unbraced along their lengths.

Fabrication conditions are imposed on the construction of the 168-element frame requiring the same beam section be used in the first and third bays on all floors except the roof beams, resulting in 4 beam groups. Beginning at the foundation, the exterior columns are combined into a group and the interior columns are combined in another group, each over three consecutive stories, resulting in 16 column groups (see Fig. 7). Each of the 4 beam element groups are chosen from all 267 W-shapes, as listed in Table 1, while the 16 column element groups are limited to just the W14 sections (37 W-shapes). Fig. 7 shows the element group numbering scheme. The size of the resulting search space is approximately 6.27 (10^{34}) designs.

There are two approaches in the literature for analyzing this frame: Case 1 which includes the effects of shear stiffness and Case 2 where the shear stiffness is ignored. In this study, designs are generated for both


