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Assessing the Applicability of Ground-Motion Models for Induced
Seismicity Application in Central and Eastern North America

by Ali Farhadi, Shahram Pezeshk, and Naeem Khoshnevis

Abstract This study aims to present a relatively short list of interim induced proxy
ground-motion models (GMMs) most suitable for induced-seismicity application in
central and eastern North America (CENA). Induced proxy GMMs are models not
established from datasets strictly made of induced events but can be used to predict
ground motions from such events. For this purpose, we test the predictive power of a
long list of GMMs against a dataset of induced earthquakes using the popular log-
likelihood (LLH) method of Scherbaum ez al. (2009) and its natural extension, known
as the multivariate logarithmic score of Mak et al. (2017). Our dataset is a subset of
data provided by Rennolet ef al. (2017) and is composed of 2414 time histories from
384 CENA induced events with hypocentral distances below 50 km and moment mag-
nitudes from 3.5 to 5.8. Candidate GMMs are from two categories, including purely
empirical models developed from the Next Generation Attenuation-West2 (NGA-
West2) database and indigenous models of CENA. The NGA-West2 database contains
a large number of shallow small-to-moderate magnitude events from California that
may approximate characteristic features of induced events in CENA. Some of the
CENA models have considered near-distance saturation for small-to-moderate mag-
nitude range and/or have explicitly modeled source parameter as a function of focal
depth that may make them reasonable induced proxy GMMs.

Some models performed better in certain frequencies than others, and not a single
model performed the best over the entire frequency range. Overall, three models in-
cluding Abrahamson et al. (2014), Chiou and Youngs (2014), and Atkinson (2015)
GMMs outperformed other models. These models are not specifically established for
CENA but are properly modeled for magnitude and depth scaling. In addition, sto-
chastic models favored in the low-seismicity region of CENA appear not to perform
better than models developed based on conventional statistical and empirical ap-
proaches for induced-seismicity applications. The result of this study can be useful
in selecting a suite of appropriate GMMs for performing probabilistic seismic hazard
assessment.

Electronic Supplement: Tables describing distinctness computed from log-
likelihood scores for all pairs of the candidate models at six spectral periods, plots
of residuals versus the magnitude and distance, and visual comparisons between
observed ground-motion intensities and models’ predictions.

Introduction

Over the last decade, many parts of central and eastern Timpson, Texas, resulted in a relatively smaller earthquake of

North America (CENA) have hosted dozens of induced
events resulting from oil and gas activities. For example, on
6 November 2011, the active disposal wells in the immediate
vicinity of Prague, Oklahoma, triggered an M,, 5.7 earth-
quake that caused modified Mercalli intensities up to VIII
and led to damages to local buildings (Ellsworth, 2013; Ker-
anen et al., 2013). In addition, in May 2012, fluid injection in

myre 4.1 but considerable peak ground acceleration (PGA)
of 0.62g (Frohlich er al., 2014). Most recently, hydraulic
fracturing stimulated a sequence of widely felt induced earth-
quakes with the largest moment magnitude of M, 4.4 in a
small region close to Fox Creek, Alberta (Atkinson et al.,
2015). Atkinson et al. (2015) assessed the impact of consid-
ering potential sources of induced seismicity on the overall
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hazard level at Fox Creek by performing separate seismic
hazard studies before and after the initiation of induced
sequences. They concluded that in low-to-moderate seismic-
ity regions, the hazard from man-made activities could sig-
nificantly surpass that from tectonic earthquakes, especially
in the case of sites close to the location of induced events.
Therefore, evaluation of seismic hazard from induced earth-
quakes is of great importance in low-to-moderate seismicity
regions located in CENA.

A crucial element in any seismic hazard study that aims
at quantifying hazard from induced events is the ground-
motion estimation using a set of suitable ground-motion
models (GMMs). Because the attenuation characteristics of
induced events is different from those of tectonic earthquakes
from which existing GMMs have been developed, their
resulting ground motions could be different. Induced events
have shallower focus, as well as smaller magnitude, com-
pared to their natural counterparts. At shallower depth with
heterogeneous nature, regional variations are more signifi-
cant. Moreover, the vast majority of existing models have
been established from earthquakes with magnitudes larger
than M,, 5.0 that are confirmed to be inadequate for predic-
tion of smaller-magnitude range (Bommer et al., 2007;
Atkinson and Morrison, 2009; Zafarani and Farhadi, 2017).
Bommer et al. (2016) posed the need to derive application-
specific GMMs for induced-seismicity application. This
need could be met in the near future as datasets strictly com-
posed of induced events become accessible in the public lit-
erature. On the other hand, Douglas er al. (2013) statistically
compared induced and natural earthquakes and inferred no
discernable difference in attenuation trend among these
events for the same magnitude range and similar hypocentral
distances. In accordance with Douglas er al. (2013), Atkin-
son (2015; hereafter, A15) used a subset of the Next Gener-
ation Attenuation-West2 (NGA-West2) database containing
only small-to-moderate magnitude data from California
natural earthquakes to develop a new GMM suitable for in-
duced-seismicity application. Atkinson and Assatourians
(2017) recently indicated that California tectonic data with
depths between 2 and 6 km can approximate induced earth-
quakes in CENA, due to the opposing effect that depth and
tectonic setting have on the stress parameter that scales high-
frequency ground-motion amplitudes. They introduced char-
acteristic features of natural GMMs established mainly from
California data that make them applicable for estimation of
seismic hazard from induced events in CENA. According to
Atkinson and Assatourians (2017), existing GMMs, includ-
ing indigenous models of CENA, may also be desirable
induced-proxy GMMs if the modeler appropriately considers
the near-distance saturation for small-to-moderate earth-
quakes and explicitly considers source parameter as a func-
tion of the focal depth in their functional form.

Assessing a long list of GMMs that might be suitable for
induced-seismicity application was beyond the scope of the
study of Atkinson and Assatourians (2017). Accordingly,
they did not present a direct comparison of several models
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against their testing dataset to determine a few suitable
models among a large number of candidate ground-motion
relations. To date, there is no study related to assessing sev-
eral models against datasets strictly made of induced events.
Gupta et al. (2017), for instance, evaluated the applicability
of two GMMs including the Atkinson (2015) model as well
as the Shahjouei and Pezeshk (2016) relation for induced-
seismicity application in central and eastern United States.
They concluded that the Atkinson (2015) model is a good fit
for hypocentral distances up to 60 km, and that the Shahjouei
and Pezeshk (2016) model captures the geometric spreading
of ground motions at large distances for both induced and
tectonic earthquakes.

There is a lack of comprehensive direct studies account-
ing for introducing a suite of appropriate models in the
existing literature. Therefore, this study tests a long list of
GMMs against a dataset of induced earthquakes using the
log-likelihood (LLH) method (Scherbaum et al., 2009) and
its natural extension, known as the multivariate logarithmic
score of Mak er al. (2017). To assess the applicability of
candidate GMMs for induced-seismicity application, we
used a dataset of 2414 time histories from 384 CENA in-
duced earthquakes with hypocentral distances below 50 km
and in the 3.5-5.8 moment magnitude range. We used
Rennolet et al. (2017) as our test data. The number of
ground-motion records is reduced for larger spectral ordi-
nates. Candidate GMMs include models developed by the
NGA-West2 project (Bozorgnia et al., 2014) conducted by
the Pacific Earthquake Engineering Research Center and
indigenous models of CENA constrained by regional data.
The NGA-West2 database contains a large portion of shallow
small-to-moderate magnitude data from California. Some of
the CENA models have considered near-distance saturation
for the small-to-moderate magnitude range and/or have explic-
itly modeled source parameter as a function of focal depth.

This study continues by reviewing applied GMMs from
the two categories and then presents an introduction to our
database. We discuss the goodness-of-fit measures used to
evaluate the performance of selected GMMs against testing
dataset. Finally, we conclude by providing a relatively short
list of appropriate GMMSs most suitable for the induced-
seismicity application.

Candidate-Induced Proxies GMMs

In this study, we summarize candidate-induced proxy
models from two groups of GMMs. The first set of models
(group 1) is comprised of purely empirical ones developed
mainly from the California data. The second group (group 2)
contains models developed or calibrated in accordance with
ground motions generated from the CENA data. Table 1
summarizes some characteristic features of candidate models,
including their applicability range, their distance metrics, the
maximum source-to-site distance that they can cover, which
group they belong to, and some additional information.
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Table 1
Summary on Applied Ground-Motion Prediction Equations (GMPEs)

GMPE Abbreviation Category Distance Magnitude Maximum Distance
Metric Range Coverage (km)
Atkinson (2015) AlS Group 1 Riypo 3-6 40
Abrahamson et al. (2014) ASK14 Group I Ry, Ry 3-8.5 300
Boore et al. (2014) BSSA14 Group 1 Ryp 3-8.5 400
Campbell and Bozorgnia (2014) CB14 Group 1 Ry, Ry 3.3-8.5 300
Chiou and Youngs (2014) CY14 Group I Ry, Ry 3.5-8.5 300
Hassani and Atkinson (2015) HAI1S5 Group 2 Ry 3-8.5 400
Pezeshk et al. (2015)* PZCT15 Group 2 Ry 3-8 1000
Shahjouei and Pezeshk (2016)* SP16 Group 2 Ry 5-8 1000
Scaled Shahjouei and Pezeshk (2016)* SP164catea Group 2 R 3-6 200
Yenier and Atkinson (2015)F YAL1S5 Group 2 Ryp 3-8 600

Ryyp0, hypocentral distance; Ryg, closest distance to the surface projection of fault plane; Ry, closest distance to

fault plane.

*Predictions for site conditions other than referenced site condition are according to Boore and Campbell (2017).
fSigma components are according the study of Al Atik (2015).

The first group includes the NGA-West2 GMMs in ad-
dition to the model of Atkinson (2015). The Atkinson (2015)
model is developed to be applicable for induced seismicity.
Atkinson (2015) assumed that the amplitude of motions from
induced events is similar to that of tectonic earthquakes with
the same magnitudes and hypocentral distances. Although
predictions of the Atkinson (2015) model were in good
agreement with the induced data of Douglas et al. (2013),
she mentions the need for performing an independent study
to test the applicability of her model for induced events.

The NGA-West2 project (Bozorgnia et al., 2014) data-
base comprises a relatively large portion of small-to-moder-
ate magnitude data from tectonic earthquakes that might be
similar to induced events in terms of key features such as the
magnitude and the distance scaling, which control ground-
motion amplitudes. One of the goals of the most recent
NGA-West2 model developers was to update their own mod-
els and make their models applicable to smaller magnitude
data, taking advantage of the rich database provided by An-
cheta et al. (2014). By excluding the model of Idriss (2014)
that is valid only for sites with V3, values larger than
400 m/s, we considered four NGA models, including Abra-
hamson et al. (2014; hereafter, ASK14), Boore et al. (2014,
hereafter, BSSA14), Campbell and Bozorgnia (2014; here-
after, CB14), and Chiou and Youngs (2014; hereafter,
CY14).

The second group of the applied GMMs considered for
this study includes models constrained based on events that
occurred in CENA. Here, we use the referenced empirical
model of Hassani and Atkinson (2015; hereafter, HA15) as
the first representative of the models calibrated mainly from
the CENA data. HA15 performed residual analysis to adjust
the reference model of BSSA14 to match the observed data
in eastern North America.

We also evaluated the applicability of the hybrid empiri-
cal model of Shahjouei and Pezeshk (2016; hereafter, SP16)
against the testing database. Most recently, Gupta et al.

(2017) scaled the SP16 model in accordance with the predic-
tion of the A15 model at short hypocentral distances and the
distance attenuation of the SP16 model. They proposed
the SP16,.. model as more appropriate GMMs for both
the ground-motion amplitudes and attenuation to 200 km
than the A15 and SP16 GMMs. In addition to the SP16
model, we considered another hybrid empirical model intro-
duced in Pezeshk et al. (2015; hereafter, PZCT15). PZCT15
presented an update to the model of Pezeshk et al. (2011) by
considering the five NGA-West2 GMMs and the latest infor-
mation on CENA and western North America seismological
parameters. It is important to mention that the three hybrid
GMMs provide their prediction for their definition of
referenced site conditions. Therefore, we implemented the
method of Boore and Campbell (2017) to modify predictions
of SP16, SP16,.,.4, and PZCT15 for site conditions other
than their reference site conditions.

Yenier and Atkinson (2015; hereafter, YA15) took the
advantages of both hybrid and referenced empirical methods
and proposed a new simulation-based generic model that can
be adjusted to any region in accordance with empirical data
of the target region. YA15 used the NGA-East database to
calibrate their generic model to be suitable for use in CENA.
The YA15 model does not present sigma values. Therefore,
for this model we applied the total standard deviation (o),
between-event standard deviation (7), and within-event stan-
dard deviation (¢), in accordance with proposed values of Al
Atik (2015) for CENA.

Testing Dataset

Engineers are generally interested in induced earth-
quakes with hypocentral distances less than 50 km, in which
a shallow-depth small-to-moderate event can be a damaging
event to the local structures. As a result, we focused our
evaluation on the magnitude—distance range of most concern
to hazard estimation from induced events, M,, 3.5-6 at
distances to 50 km (Atkinson and Assatourians, 2017).
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data versus associated hypocentral distan-
ces for PGA. Recording stations and earth-
. quake locations are illustrated in Figure 2.
’ This figure includes 384 earthquakes
recorded by 132 stations. Rennolet ef al.
(2017) provided Vg3, values determined
mainly from the topographic slope method
of Wald and Allen (2007). This method
does not measure Vg3 values but provides
interim proxies for seismic site conditions.
Nonetheless, for stations with available
estimated Vg3 values from various proxy-
based methods, we averaged the associ-
ated values to have a more reasonable
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Figure 1. Magnitude—distance distribution of the testing dataset. The color version

of this figure is available only in the electronic edition.

The evaluation database is a subset of data compiled by Ren-
nolet et al. (2017). Rennolet ez al. (2017) provided a database
of orientation-independent ground-motion intensity mea-
sures (RotD50 and RotD100) from 3800 induced events with
moment magnitude M, > 3 that occurred in Oklahoma and
Kansas from January 2009 to December 2016. It is worth
mentioning that all candidate models provide their predic-
tions for the RotD50 parameter and are compatible with the
evaluation dataset. To obtain an evaluation database indepen-
dent of candidate models, we removed those events included
in the NGA-East flatfile from the database of Rennolet ez al.
(2017). Therefore, our evaluation dataset is independent of
all candidate models, and results of the goodness-of-fit mea-
sures will compare the predictive power of the evaluated
models rather than their explanatory power (Mak, 2017).
Overall, our evaluation database is comprised of 2414
time histories from 384 CENA induced earthquakes with hy-
pocentral distances below 50 km and moment magnitudes
ranging from 3.5 to 5.8. The number of earthquakes and usa-
ble records are shown in Table 2. As is clear from Table 2, the
size of the evaluation database is reduced at higher spectral
periods. Figure 1 displays the distribution of the magnitude

Table 2

Number of Earthquakes and Records Used for
Evaluating Ground-Motion Models at Six
Representative Periods

Period Nevents N records

PGA 384 2414
T=02s 384 2413
T=05s 382 2274
T=10s 376 1892
T=20s 340 1370
T=30s 264 892

PGA, peak ground acceleration.
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estimate of the local site effects. Vs
values estimated from proxy-based meth-
ods other than the slope method of Wald
and Allen (2007) are obtained from the
studies of Hosseini et al. (2016), Parker
et al. (2017), and Zalachoris et al. (2017). Clearly, for sites
with direct measurements of shear-wave velocities, measured
values are considered instead of the average Vg3, values
obtained from proxy-based methods.

An important challenge faced when the NGA models are
tested against a database is the estimation of input parameters
used for each candidate model. We tried to handle this
challenge as much as possible by estimating unknown values
using references by the NGA GMMs developers (e.g.,
Kaklamanos et al., 2011). In addition, the newer version of
these models let the users assume some poorly constrained
input parameters as unknown values. This feature reduces the
possibility of coming up with biased predictions. Moreover,
all candidate models require extended source-to-site distan-
ces as input parameters. In this regard, we assumed the
Joyner—Boore distance to be equal to the epicentral distance
(Rjg = Repi) and the closest distance to the fault-ruptured
area as the hypocentral distance (R, = Ryyp). This is due
to a lack of information about the geometry of a fault’s rup-
tured plane for small-to-moderate magnitude data. These
assumptions are physically consistent with the small rup-
tured area for this magnitude range, and we made them in
accordance with previous experiences and arguments raised
by Ambraseys et al. (2005), Bindi et al. (2006), Goda and
Atkinson (2014), Farhadi and Mousavi (2016), and Tavakoli
et al. (2018).

Tests of Goodness-of-Fit Measures

In this study, we used two approaches to examine rela-
tive performance of the candidate models. We implemented
the popular LLH method of Scherbaum et al. (2009) and its
natural extension known as the multivariate logarithmic
score (mvLogS) of Mak er al. (2017). For the LLH method,
one needs to compute the probability density function (PDF)
of a given observation by assuming a normal distribution for
the logarithmic predictions of each candidate GMM. This



Assessing the Applicability of GMMs for Induced Seismicity Application in CENA

38°

36° —

35>

34°

- Atlantic

-100° -99° -98° -97° -96°

Figure 2.

-95°

|
-90°

-94° -93° -92° -91°

Earthquakes and stations considered for the test data. (Inset) Geographical location of the study region within the United States.

The color version of this figure is available only in the electronic edition.

normal distribution is characterized by the mean and the stan-
dard deviation equal to the logarithmic median prediction and
the standard deviation in the log unit of the model. In other
words, for an individual observation x;, we first compute
the LLH value from log, (g(x;)), in which g(x;) is the PDF of
the candidate GMM. Then, the LLH score is the average of the
LLH values computed for all observed data from equation (1),
with N representing the total number of observations:

N
LLH = -3 loga(5(x). (1)
i=1

The original LLH method is insensitive to sigma partition and
ignores the correlation structure of GMMs in the evaluation
process. In other words, this method is unable to use all infor-
mation provided by the modelers of recently developed GMMs
that partition the total sigma into various components. The
mvLogS, however, exploits all information provided for sigma
components and addresses the correlation structure of hierar-
chical GMMs in evaluating a model’s relative performances. In
addition, this approach is less sensitive to unbalanced data and
is less likely to be biased toward events with larger ground-
motion records. The mvLogS approach is a natural extension
of the LLH method and takes the effect of correlation structure
into account for evaluating the model’s performance. Scores
are computed from the following equation:

mvLogS = [NIn(2z) +In[V| 4+ (g - p) V"' (q - p)/2,
(2)

in which N represents the total number of observations; p and
q are the vectors of logarithmic predictions and logarithms of
observed ground motions, in turn; and |V| and V~! are the
determinant and the inverse of the covariance matrix, respec-
tively (see Mak et al., 2017, for further information).

Both methods generalize a model’s relative performance by
presenting a score for each candidate model. Scores are random
numeric values and may change if one changes the evaluation
dataset. Therefore, it may not be reasonable to rank the candidate
models merely based on the absolute values of their scores. To
assess score variability, we used a cluster bootstrap technique at
the event level to resample 400 datasets from the evaluation data-
base. Cluster bootstrap can be generalized into a single value,
referred to as the distinctness index (DI), that shows if the
two models are truly different, given the score variability. DI
ranges from —1.0 to 1.0, and a positive value of DI indicates
that the model scores better more often than another one, given
the variability of the evaluation data. In this study, we used DI
values to rank candidate models, instead of ranking them based
on the absolute value of their final score. A model having all
positive DIs is the best model and more often than not scores
better than rest of the GMMs. However, the second-best model
should have a single negative DI with respect to the best model.
One may compute the DI from the following equation:

Nbs
DIy = -1 ST, )
Y Nbs k v
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Figure 3.

Distinctness table for the candidate models for peak ground acceleration (PGA). Distinctness index of each pairwise com-

parison (based on 400 bootstrap samples) given in the intersecting box of a model pair. The whole dataset is considered to compute multi-
variate logarithmic scores (mvLogS) in the second last column. ASK14, Abrahamson et al. (2014); A15, Atkinson (2015); BSSA14, Boore
etal. (2014); CB14, Campbell and Bozorgnia (2014); CY14, Chiou and Youngs (2014); PZCT15, Pezeshk et al. (2015); HA15, Hassani and
Atkinson (2015); SP16, Shahjouei and Pezeshk (2016); YA15, Yenier and Atkinson (2015). The color version of this figure is available only

in the electronic edition.

1 when sl@k) < s®

i(sfk), s;-k)) =4 -1 when s(k) > sﬁk) , (3)
0  when s(k) ﬁ-k)

in which DI;; is the DI of model i with respect to model Js Ny
represents the number of bootstrap samples; and s ) is the score
of model i for the kth bootstrap sample. A model with better
performance has a smaller score. 1(.) is a modified
indicator function.

In the Results section, we present the results according
to the LLH method as well as the mvLogS and provide sev-
eral plots of residuals against magnitude and distance to con-
firm results.

Results

We present the results for six representative spectral
periods including PGA, 0.2, 0.5, 1.0, 2.0, and 3.0 s. Repre-
sentative periods are selected in a way to compare candidate
models over a wide frequency range from low to high
frequencies. We ranked models at each spectral period based
on distinctness tables taken from DIs of all model pairs. For
PGA, we added plots of residuals and we made visual com-
parisons between observed ground-motion intensities and
predicted values to confirm the results. For other spectral
periods, however, plots of visual comparisons among candi-
date models are moved to the (E) electronic supplement to
this article (see (E) Figs. S1-S20).

We begin presenting the details of our evaluations by
describing the results for the PGA. Figure 3 presents the dis-
tinctness table according to the mvLogS for the candidate
GMMs at PGA. According to this figure, models developed
from the NGA-West2 database outperform CENA regional
GMMs. The A15 model is the best model and scores better
than rest of the GMMs. CB 14 is the second-best model at the
PGA and outperforms the rest of the candidate models except
A15 in all bootstrap samples. As a result, A15 and CB14 can
be considered as models that are truly different from the
others for PGA. The DI of 0.13 for BSSA14 with respect
to ASK14 shows that the former outperforms the latter in
only 56% of the bootstrap samples. To confirm the results
for the PGA, plots of normalized residuals (Z) are provided
in Figures 4 and 5 with respect to both magnitude and dis-
tance. Normalized residual can be computed from the follow-
ing equation:

Zo = ll‘l(SAobs) - ln(SApre) 7 (4)

OGMM

in which SAg,, and SA,. represent the observed and
predicted spectral accelerations response spectra in a speci-
fied period, and oGy represents the total standard deviation
of the GMM. Figure 4 represents models of group 1, and
Figure 5 shows the residual trend for indigenous models
of CENA. Comparing these two figures, group 1 models
generally outperform group 2 models. In the details, one
could see a pronounced negative residual trend nearly at all
magnitudes and hypocentral distances for three models with
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electronic edition.

the poorest performance at PGA. For more clarification, we
provided two more figures to compare observed data with
model predictions. Figures 6 and 7 show the comparison
of normalized residuals with the standard normal distribution
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for all candidate GMMs. These two figures confirm the find-
ings of the distinctness table according to the mvLogS good-
ness-of-fit measure and indicate the poorest performance for
the three mentioned models. The difference among models’
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scores is significant for PGA. At PGA, PZCT15 and SP16

models have scores that are significantly larger than scores of

other models. The reason for this is a set of calculations per-
formed to modify the model’s predictions for site conditions
other than their referenced site condition. Modification factor
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is very large for PGA compared to other spectral periods.
This resulted in larger predictions for these two models and
overpredicting the observed ground motions.

® Figures S21-S25 represent the distinctness tables
based on the DIs computed from mvLogS for the five
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Table 3
Models’ Ranking According to the Multivariate Logarithmic Scores (mvLogS) at All Representative Periods
PGA T=02s T=05s T=10s T=20s T=30s
Model mvLogS  Rank  mvLogS Rank mvLogS Rank mvLogS Rank mvLogS Rank mvLogS  Rank
ASK14 2896 4 3017 6 3066 2 2705 1 2070 5 1414 1
AlS5 2772 1 2915 1 3071 3 2755 3 2023 2 1441 4
BSSA14 2893 3 2997 4 3212 7 2877 7 2146 7 1511 7
CB14 2820 2 3015 5 3316 9 2949 9 2188 9 1503 6
CY14 2934 5 2948 2 3034 1 2729 2 2043 4 1436 3
PZCT15 3931 9 3051 8 3075 4 2848 5 2159 8 1563 8
HA15 3130 8 3040 7 3225 8 3069 10 2227 10 1578 9
SP16 4429 10 3801 10 3593 10 2899 8 2015 1 1605 10
SP16 g 2986 6 2974 3 3166 6 2847 6 2042 3 1422 2
YALS 3070 7 3063 9 3164 5 2828 4 2069 6 1478 5
Table 4
Models’ Ranking According to the Log-Likelihood (LLH) Method at All Representative Periods
PGA T=02s T=05s T=10s T=20s T=30s
Model LLH Rank LLH Rank LLH Rank LLH Rank LLH Rank LLH Rank
ASK14 2.03 4 2.01 5 2.34 3 2.52 3 2.47 7 2.29 1
AlS 1.88 1 1.96 1 2.37 4 2.52 2 2.32 1 241 3
BSSA14  2.00 3 2.00 4 2.47 7 2.59 5 241 3 2.50 6
CB14 1.93 2 2.01 6 2.72 9 2.90 9 2.57 8 2.35 2
CY14 2.15 6 1.98 3 2.27 2 247 1 2.37 2 2.44 4
PZCT15 341 9 2.01 7 2.20 1 2.53 4 2.45 4 2.69 8
HA15 241 8 2.09 8 2.50 8 291 10 2.72 10 2.69 7
SP16 4.13 10 3.13 10 3.08 10 2.74 8 2.46 6 3.24 10
SP16gcaca  2.15 5 1.97 2 242 5 2.66 6 2.46 5 2.48 5
YA15 2.23 7 2.12 9 2.45 6 2.68 7 2.64 9 2.70 9

remaining representative periods. Instead of providing the
distinctness tables for individual periods in the main article,
we present ranking results based on the multivariate logarith-
mic scores in Table 3 for all spectral periods. According to
Table 3, for the short period of 0.2 s, results are relatively
similar to those obtained for PGA, and in general the models
of group 1 outperform CENA models. However, three
GMMs including CB14, CY 14, and a scaled version of SP16
experienced a significant change in their rankings compared
to PGA. The last two models with significant improvements
perform well and are now the second- and the third-best
models, respectively. CB14 and ASK14 show similar perfor-
mances and experience lower rankings compared to PGA.

By increasing the period from PGA to 0.5 s, we yet
observed no significant improvement in the model’s ranking
for the CENA models, except for the PZCT15 model. This
model is now among the top five models. CB14 and BSSA14
are no longer among the most appropriate models, but
ASK14 preserved its ranking compared to PGA. Similar to
what we observed at 0.2 s, CY 14 shows significant improve-
ment at 0.5 s compared to PGA.

Models’ rankings at the median period of 1.0 s are rela-
tively similar to those obtained for 0.5 s. The three best models
remained the same, and ASK14 scored better than CY14.

At longer periods of 2.0 and 3.0 s, we observed that a
larger number of DIs are close to zero (see () Figs. S24 and
S25), which may indicate more similarity in models’ perfor-
mances compared to the shorter periods. A valid interpreta-
tion for the DIs being close to zero is that the models’
performances are less stable, due to the reduced sample size
for longer periods. Lower stability is linked with the higher
fluctuation in the models’ relative performances among
bootstrap samples, resulting in a DI closer to zero. At longer
periods, rankings of CENA models show improvements
compared to shorter periods. For example, at period of 2.0 s,
SP16 is the best GMM. At 3.0 s, SP16,.,.q and ASK14 can
be considered as the best models. Similar to other periods,
Al15 and CY14 are still among the five best models.

We continue this section by presenting the results based
on the LLH approach. Final rankings based on the distinct-
ness tables computed from the LLH scores and the absolute
values of the LLH scores are similar for all representative
periods. Therefore, we provided a single table to represent
the results according to the LLH approach for all spectral
periods and avoided presenting distinctness tables for indi-
vidual periods. Distinctness tables according to the LLH
method can be found in () Figures S26-S31. Table 4 shows
models’ final ranking based on the DIs computed from the
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LLH scores. According to this table, results of the LLH
method do not show significant variations from the results
based on the mvLogS up to 0.2 s. At PGA and 0.2 s, the
best and the worst models are the same for both methods,
and models’ ranking have changed by only one unit. By
increasing the spectral period, however, results of the two
goodness-of-fit measures are significantly different for some
GMMs. Models’ similar performances at larger periods
could be one reason for this. In addition, we have nearly
equal LLH scores for few models at the same period. For
example, at a period of 2.0 s, we obtained nearly equal
LLH scores of 2.41, 2.45, 2.46, and 2.46 for BSSA14,
PZCT15, SP16, and a scaled version of SP16. Another valid
reason is that the model’s performances are less stable, due to
the reduced sample size for longer periods.

Summary and Conclusions

We assessed the applicability of 10 GMM:s for induced-
seismicity application in CENA using a database of induced
earthquakes. Candidate GMMs were obtained from either
California or CENA data. Our database is comprised of 384
induced events with 2414 ground-motion records. The evalu-
ation database covers magnitudes from 3.5 to 5.8 and hypo-
central distances up to 50 km. We evaluated candidate
models against the evaluation database using two methods
of ranking, including the popular LLH method of Scherbaum
et al. (2009) and the multivariate logarithmic score of Mak
et al. (2017). We ranked the candidate models at six repre-
sentative spectral periods, including PGA, 0.2, 0.5, 1.0, 2.0,
and 3.0 s, based on the distinctness tables taken from the DIs
of all model pairs. Models’ performances are less stable for
larger periods than shorter periods, due to the reduced sample
size for longer periods. Models of group 1 outperformed
group 2 models for the majority of the representative periods.
According to multivariate logarithmic scores, some of the
CENA models, including SP16 and its scaled version, per-
form well for larger periods of 2.0 and 3.0 s, respectively, and
are comparable with group 1 models. As a result, models’
ranking changes over the frequency range, and various mod-
els from both groups may be considered as the most suitable
induced proxy GMMs for different spectral periods.

Overall, we propose a short list of three GMMs as mod-
els most suitable for induce-seismicity application. Overall,
Abrahamson et al. (2014), Chiou and Youngs (2014), and
Atkinson (2015) GMMs performed better than other models
in various frequencies. Atkinson and Assatourians (2017)
have also shown that the first two GMMSs may be reasonable
proxy estimates of median motions from moderate-induced
earthquakes in CENA at close distances. The three men-
tioned models are not specifically developed for CENA, and
their generating datasets do not contain data from induced
earthquakes. However, these models with appropriate con-
sideration of magnitude and depth scaling in their functional
forms outperform CENA-specific models. Another impor-
tant finding of this study is that the stochastic models favored

A. Farhadi, S. Pezeshk, and N. Khoshnevis

in the low-seismicity region of CENA appear not to perform
better than models developed based on conventional
statistical and empirical approaches for induced-seismicity
applications.

Data and Resources

The database used for this study was obtained from
https://www.sciencebase.gov/catalog/item/57f7d8f2e4b0bc0
bec09d04d (last accessed December 2017). Additional fig-
ures and tables are provided in the (E) electronic supplement
to this article.
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