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How to determine the interval from a continuous
distribution

/ = Range
~ 1+ 3.322(logN)

I-> Range of the class interval
N-> Number of observations
Range-> Total range

Find range = 32/(1+3.322log (200)) = 3.7
Consider range as 3.7 mph



Form Normal Distribution Table

O




As we take sample mean as the population mean and
same for s.d, there is a dispersion called as “standard
error of the mean”

=1

sx -> Standard error of the mean (mph)
s ->S. D. of the sample of individual speeds
N->Number of individual speeds observed



Or

e -> User specified allowable error
n-> sample size

t-> Coefficient of the standard error of the mean that
represents user specified probability level



Ranges of the Population Mean

O




Testing The Difference Between Means
(Large Independent Samples)

O




It is unlikely that any two samples of speed
measurements will have exactly the same mean
Even when both are taken from the same population

There may be some difference between means may
be due to chance
While in other situations the differences are significant

It is a critical task to explore is there are distinct
differences between sample mean speeds



In a two-sample hypothesis test, two parameters from two populations are
compared.

For a two-sample hypothesis test,

the null hypothesis H | is a statistical hypothesis that
usually states there is no difference between the speeds
of two populations. The null hypothesis always contains
the symbol <, =, or 2.

the alternative hypothesis H, is a statistical
hypothesis that is true when H, is false. The alternative
hypothesis always contains the symbol >, #, or <.




To write a null and alternative hypothesis for a two-sample hypothesis test,

translate the claim made about the population parameters from a verbal
statement to a mathematical statement.

Hy: iy =,
H:p, #u,

Hy:py <y,
H:p, >,

{

H:py >,
H:p, <,

Regardless of which hypotheses used, u, = u, is always assumed to be true.

Hy: =,
H:py #

Hy:py =,
H:py >,

{

Hy:py =,
H:py <,




Three conditions are necessary to perform a z-test for the difference between two
population means u, and ..

1.  The samples must be randomly selected.

2.  The samples must be independent. Two samples are independent if
the sample selected from one population is not related to the sample
selected from the second population.

3.  Each sample size must be at least 30, or, if not, each population must
have a normal distribution with a known standard deviation.




If these requirements are met, the sampling distribution for (the difference of the
sample means) is a normal distribution with mean and standard error of

X1 — Xy

He x = Hy —Hy = Hy — Ho

and
2 2
R 2 0, Oy
O, . =4[O0, t0. =
1 2 2 -nl n2

Sampling distribution
fOI' 21_22 _0)71 - -1 Oi - )?1:)72



Two Sample z-Test




Two Sample z-Test for the Means




Two Sample z-Test for the Means




One tailed and Two tailed Tests

O

o Hi1: u, # u,-> Two tailed test
o H1: u, > u,-> Right tailed test
» Hi: u, < u,-> Left tailed test

» At significance level of 0.05
o For a two tailed test the z value is 1.96
o For one tailed test the z value is 1.64

* In other words
o For a two-tailed test accept Ho if z is within + 1.96
o For a one-tailed test accept Ho if z is within +1.64




Example —Two Tailed Test (1)

O

» Examine if there are significant differences between
average speeds obtained from two samples at 0.05
significance level

Mean 30.8 32
Standard Deviation 6.2 5.4

Sample Size 100 200




Hypothesis

Hy: =,
Hy:p, #u,

Compute standard deviation of the difference
between means

2 2
Oy _ =\/2+2= sqrt[(6.22/100)+(5.42%/200)] =0.76

Nl



Compute ,_ (%= %)= (14 - 11)
=32-30.8/0.76=1.57 **
The z value is within + 1.96, so accept Ho

Conclusion: There appears no statistical difference
between means drawn from two samples

If the question was for different significance level
then (two-tailed)

Use z =1 for alpha=0.32

Use z = 1.65 for alpha = 0.10
Use z = 1.96 for alpha = 0.05
Use z = 2.58 for alpha = 0.01



Z-scores for one-tailed and two-tailed

O

Cumulative Relative Frequencies and P Values Associated with Z Values
in a Standard Gaussian Distribution

One-Tailed Two-Tailed ]
Z External Probability* External Probability Internal Probability
0 5000 1 0
10.500 3090 6170 3830
10.674 2500 .5000 .5000
11.000 1585 3170 6830
+1.282 1000 .2000 8000
£1.500 0670 1340 -8660
11.645 0500 1000 9000
11.960 0250 0500 9500
+2.000 0230 0460 9540
+2.240 0125 0250 9750
+2.500 0060 0120 9880
+2.576 0050 0100 9900
+3.000 0073 0027 9973
+3.290 0005 0010 9990

* For positive Z values only. For negative Z values, the external probability (for values higher than —Z) is 1 minus the
cited result. For example, at Z = — 1.282, the one-tailed external probability is 1 — .1 = 9.




Example —One Tailed Test (1)

O

» Examine if there are significant differences between
average speeds obtained from two samples at 0.01
significance level. Perform a one-tailed test.

Mean 28 26.5

Standard Deviation 5.1 4.8

Sample Size 50 75
Hy:py =,

H:py >,




Compute standard deviation of the difference
between means

= sqrt[(5.12/50)+(4.82/75)] =1.02

(%, — %) — (10 — 115)

Compute z = 28—26.5/_}1{2.02 =1.47

7 =

Z value is within¥ 2.3
Accept HO



Testing The Difference Between
Means (Small Independent Samples)

O




If samples of size less than 30 are taken from normally-distributed populations,
a t-test may be used to test the difference between the population means p, and

Moo

Three conditions are necessary to use a t-test for small independent samples.

1.  The samples must be randomly selected.

2.  The samples must be independent. Two samples are independent if
the sample selected from one population is not related to the sample
selected from the second population.

3.  Each population must have a normal distribution.




Two-Sample t-Test for the Difference Between Means

A two-sample t-test is used to test the difference between two
population means p, and i, when a sample is randomly selected
from each population. Performing this test requires each
population to be normally distributed, and the samples should be
independent. The standardized test statistic is

4= (%, — %) — (21 — 1)

Oy _« '
If the population variances are equal, then information from the
two samples is combined to calculate a pooled estimate of the

standard deviation 2

) \/@1 ~1)s2 + (1, ~ 1) 82

o =
m +n,—2

Continued.




Two Sample t-Test

O




Normal or t-Distribution?
()

Are both sample sizes - Use the z-test.

at least 307

8

Are both populations
normally distributed?

8

You cannot use the t-
test.

)

Are both population standard Are the population
deviations known? variances equal?

Use the t-test
with

and d.f =
. . n,+n,—2.

Use the t-test. Use the t-test with

st | S5
Ox_x =47 Tt
L m 1

and d.f = smallerof n, —10r
n,— 1.




Two Sample t-Test for the Means




Two Sample t-Test for the Means




Example- Two tailed test

O

» Examine if there are significant differences between
average speeds obtained from two samples at 0.01
significance level

Mean 48 44.5

Standard Deviation 4.3 4.1

Sample Size 15 18
Hy:p, =,

Hy:pu, #u,




Estimate  _ J(ﬂ1—1)55+(ﬂ2—1)55 =4.19

n +n, —2
SD o. . =0- L, 1 = 1.46
L m; I

=-2.38

Reject hypothesis as the t-value is not in the range of
+ 2.131



Testing The Difference Between
Means (Dependent Samples)

O




Independent and Dependent
Samples

Two samples are independent if the sample selected from one population is not
related to the sample selected from the second population. Two samples are
dependent if each member of one sample corresponds to a member of the other

sample. Dependent samples are also called paired samples or matched
samples.

Independent Samples Dependent Samples




Independent and Dependent
Samples

Example:
Classify each pair of samples as independent or dependent.

Sample 1: The weight of 24 students in a first-grade class
Sample 2: The height of the same 24 students

These samples are dependent because the weight and height can be paired
with respect to each student.

Sample 1: The average price of 15 new trucks
Sample 2: The average price of 20 used sedans

These samples are independent because it is not possible to pair the new
trucks with the used sedans. The data represents prices for different
vehicles.



t-Test for the Difference Between Means

O

To perform a two-sample hypothesis test with dependent samples, the difference
between each data pair is first found:

d=x,—x, Difference between entries for a data pair.

The test statistic is the mean of these differences. o

>d Mean of the differences between paired
T data entries in the dependent samples.

d

Three conditions are required to conduct the test.




t-Test for the Ditference Between Means

O

1.  The samples must be randomly selected.

2.  The samples must be dependent (paired).

3.  Both populations must be normally distributed.

If these conditions are met, then the sampling distribution for d is

approximated by a t-distribution with n — 1 degrees of freedom, where n is the
number of data pairs.




t-Test for the Difference Between Means

The following symbols are used for the @t for Hy.
n The number of pairs of data
d The difference between entries for a data pair, d = x, — x,
Hy The hypothesized mean of the differences of paired data in
the population
d The mean of the differences between the paired data entries
in the dependent samples
g-xd
n
Sy The standard deviation of the differences between the paired

data entries in the dependent samples




t-Test for the Difference Between Means

A t-test can be used to test the difference of two population means
when a sample is randomly selected from each population. The
requirements for performing the test are that each population must
be normal and each member of the first sample must be paired
with a member of the second sample.

The test statistic is
X

n
and the standardized test statistic is

:d_}ld.
AP

The degrees of freedom are
df.=n-1.

¢




t-Test for the Difference Between Means




Using a Two-Sample t-Test for the Difference Between Means (Small
Independent Samples)

5. Determine the rejection region(s).

6. Calculate d and s,. Use a table. g4
n
L \/n@d-?) - (Za)’
o n(n-1)
: : L. d—pu,
7. Find the standardized test statistic. ¢=



Using a Two-Sample t-Test for the Difference Between Means (Small

Independent Samples)

8. Make a decision to reject or fail
to reject the null hypothesis.

9. Interpret the decision in the
context of the original claim.

If tis in the
rejection region,
reject H,,.
Otherwise, fail to
reject H,,.



t-Test for the Difference Between Means

Example: :

The table shows the speeds of 6 locations before and after a horizontal curve
design. At a = 0.05, is there enough evidence to conclude that the speeds after the
redesign are better than the speeds before ?

96 | 70 | 76 | 81 | 78
35| 89| 86 | 92 | 89

H0: ,UdSO

Ha: lle >0 (Claim)




t-Test for the Difference Between Means

Example continued:
H o Mg <0

H_ u; >0 (Claim)

d = (speed before) — (speed after)

d@6—1=5

2

3

4

96

70

76

81

35

39

36

92

—19

—10

—-11

361

100

121

121

n(Ed?) - (Xd)? = \/6(833) —1849
*d = 5)

6(

Sd=-43
> d? =833

~/104.967 ~10.245




Example continued:

HO: Ha <0
H_: 1y >0 (Claim) ) , /A\ X

The standardized test statistic is
d-p;, -7167-0 _

sd/f 10.245//6

Accept H,.

A

-1.714.

There is not enough evidence at the 5% level to support the claim that the speeds
after the redesign of horizontal curve are better than the speeds before.



Testing The Difference Between
Variance(Two Samples)

O




Variance Test

<1 (Left-Tailed)

! >1 (Right-Tailed)

Test Statistic




Example

Mean 30.8 32
Standard Deviation 6.2 5.4
Sample Size 100 200

F calculated = 1.31
F tabulated = 1.332

Null hypothesis is accepted




Testing The Difference Between
Proportions

O




A z-test is used to test the difference between two population proportions, p, and
Po.

Three conditions are required to conduct the test.

1. The samples must be randomly selected.
2. The samples must be independent.

3. The samples must be large enough to use a normal
sampling distribution. That is,

np, =95, n;q = 9d,

ny,p, 25, and n,q, > 5.




Two Sample z-Test for Proportions

If these conditions are met, then the sampling distribution for ]A?l — ]52 is a
normal distribution with mean

Hy p =P~ P

and standard error

Tp b \/pq(l 152) where g =1- p.

'b

A weighted estimate of p, and p, can be found by using
X+ X,

D= n+n,’ where x; = n, p, and x, = 11, p,.




Two Sample z-Test for the Difference Between Proportions

A two sample z-test is used to test the difference between two
population proportions p, and p, when a sample is randomly
selected from each population.

The test statistic is
lA?1 - lA?1
and the standardized test statistic is

_ (151 — 152) — (p1 — pz)

(11
Jp"(nﬁnzj
Note:

_ X t+tX _ _ _ _ _ _
p:ﬂi-l—nz and qg=1-p. np, nq, N, P, and n,q

where

must be at least 5.




Two Sample z-Test for Proportions




Two Sample z-Test for Proportions




Example:
A recent survey stated that male college students use

freeways less than female college students. In a survey of
1245 male students, 361 said they use freeway. In a
survey of 1065 female students, 341 said they use freeway.
At a=0.01, can you support the claim that the proportion
of female college students use freeway more than male

students?

Ho:p1 sz o= 0.01//\\

H. p, <p, (Claim) 3 2 -1 0 1 I2 é

—~Z, =—2.33 Continued.

>z



Example continued:

H_ p, < p, (Claim) « T

3 210 1 2 3
—Z, = —2.33

X +xy mp+mp,  361+341 _ 702
n + n, n + n, 1245+1065 2310

D= ~ (0.304

1-p=1-0.304 =0.696

Q|
I

Because 1245(0.304), 1245(0.696), 1065(0.304), and 1065(0.696)
are all at least 5, we can use a two-sample ztest.

Continued.



Example continued.:
H,:p,2p,

H_ p, < p, (Claim) ) 3 _Iz Il (I) .1
—Z, = —2.33
_(B-p)-(p - p) 0.29-0.32)-0
11 1
Jpq(nl ﬂj \/(o 309(0.696) 15+ 10k

~—1.56

-



