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Abstract The hybrid empirical method (HEM) of simulating ground-motion inten-
sity measures (GMIMs) in a target region uses stochastically simulated GMIMs in the
host and target regions to develop adjustment factors that are applied to empirical
GMIM predictions in the host region. In this study, the HEM approach was used to
develop two new ground-motion prediction equations (GMPEs) for a target region de-
fined as central and eastern North America (CENA), excluding the Gulf Coast region.
The method uses five new empirical GMPEs developed by the Pacific Earthquake En-
gineering Research Center for the Next Generation Attenuation-West2 (NGA-West2)
project to estimate GMIMs in the host region. The two new CENAGMPEs are derived
for peak ground acceleration and response spectral ordinates at periods ranging from
0.01 to 10 s, moment magnitudes (M) ranging from 4.0 to 8.0, and rupture distance
(Rrup) as far as 1000 km from the site, although the GMPEs are best constrained for
Rrup < 300–400 km. The predicted GMIMs are for a reference site defined as CENA
hard rock with VS30 � 3000 m=s and κ0 � 0:006 s.

The seismological parameters for the western North America host region were
adopted from a point-source inversion of the median GMIM predictions from
the NGA-West2 GMPEs for events and sites with M ≤ 6:0, Rrup ≤ 200 km,
VS30 � 760 m=s, a generic (average of strike slip and reverse) style of faulting, and
earthquake-depth and sediment-depth parameters equal to the default values recom-
mended by the NGA-West2 developers. The two CENAGMPEs are based on two fun-
damentally different approaches to magnitude scaling at large magnitudes: (1) using the
HEM approach to model magnitude scaling over the entire magnitude range and (2) us-
ing the HEM approach to model magnitude scaling for events with M ≤ 6:0 and using
the magnitude scaling predicted by the NGA-West2 GMPEs for the larger events.

Introduction

For seismic hazard applications, ground-motion ampli-
tudes are often estimated using ground-motion prediction
equations (GMPEs). GMPEs relate ground-motion intensity
measures (GMIMs), such as peak ground acceleration (PGA),
peak ground velocity, and 5% damped pseudoacceleration
linear-elastic response spectral acceleration (PSA), to seismo-
logical parameters in a specified region, such as earthquake
magnitude, source-to-site distance, local site conditions, and
style of faulting. In areas of the world where ground-motion
recordings are plentiful because of their active seismicity and
tectonics and the presence of a dense instrumental recording
network (e.g., western North America [WNA]), the GMPEs
are empirically obtained from a statistical regression of the
ground-motion recordings (Douglas, 2003, 2011). An exam-
ple of such empirical GMPEs are those developed as part
of the Next Generation Attenuation Phase 2 (NGA-West2)

project (Bozorgnia et al., 2014) conducted by the Pacific
Earthquake Engineering Research Center (PEER). Five indi-
vidual GMPEs were developed for WNA and other active tec-
tonic regions in the world as part of the NGA-West2 project
(Abrahamson et al., 2014; Boore et al., 2014; Campbell and
Bozorgnia, 2014; Chiou and Youngs, 2014; Idriss, 2014) and
are compared by Gregor et al. (2014).

Empirical methods cannot be used to develop GMPEs
that are valid for moderate to large magnitudes for regions
with limited strong ground motion data. Central and eastern
North America (CENA) is an example of such a region, which
is considered to be a stable continental regime with abundant
recordings of ground motion from distant small and moderate
events but with limited ground-motion recordings from the
near-source region and from large-magnitude earthquakes of
greatest engineering interest. In areas such as CENA, stochas-
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tic methods (e.g., Boore, 2003) are valuable and are often used
as simple methods to estimate ground motions for the distance
and magnitude range of engineering interest. Stochastic
ground-motion simulations are used to develop GMPEs using
the same empirical regression approach that is applied to re-
corded ground-motion data. In the simplest application of the
stochastic simulation approach, a stochastic point-source
method is used as a framework to estimate a ground-motion
time series and related GMIMs using simple seismological
models of the source spectrum (Brune, 1970, 1971), wave-
propagation path, and local site conditions (McGuire and
Hanks, 1980; Hanks and McGuire, 1981; Boore 1983, 2003,
2005). Atkinson and Boore (1995, 1998), Frankel et al.
(1996), Toro et al. (1997), Silva et al. (2002), and Pezeshk
et al. (2015) provide examples of GMPEs developed for
CENA using the point-source stochastic method. Boore
(2015) used five models (Atkinson and Boore, 1995, 2014;
Silva et al., 2002; Boore et al., 2010; Boatwright and Seekins,
2011) for point-source stochastic-method simulations for the
PEER NGA-East project. The method was extended to in-
clude finite-fault effects by Silva et al. (1990), Beresnev and
Atkinson (1997, 1998, 1999, 2002), Motazedian and Atkinson
(2005), and Boore (2009). Atkinson and Boore (2006, 2011)
give examples of GMPEs developed for CENA using the
finite-fault stochastic method.

GMPEs developed from empirical data are often well
constrained, depending on the completeness of the database,
and represent the inherent characteristics of ground-motion
scaling in the near-source region of large earthquakes. On the
other hand, GMPEs obtained from stochastic point-source
models may lack realistic near-source characteristics, espe-
cially magnitude-scaling effects as saturation of ground
motion with increasing magnitude and decreasing distance,
because of the assumption that the total seismic energy is
released from a single point within the crust. Modeling of
this magnitude–distance saturation effect in point-source
stochastic models can be improved through the use of a dou-
ble-corner-frequency source spectrum (Atkinson and Boore,
1995, 1998; Atkinson and Silva, 1997), an effective point-
source distance metric (Atkinson and Silva, 2000; Boore,
2009; Yenier and Atkinson, 2014), stochastic finite-fault
models (see above references), well-calibrated physics-based
models (Somerville et al., 2001, 2009; Dreger et al., 2015),
or the hybrid empirical modeling method (Campbell, 2003,
2014).

In this study, we use the hybrid empirical method
(HEM) to develop GMPEs for use in CENA as part of the
NGA-East project (Goulet et al., 2014; see Data and Resour-
ces). The HEM approach is a well-accepted procedure to
develop GMPEs in areas with limited ground-motion record-
ings. In the HEM approach, GMIMs in a target region
(CENA in this study) are predicted from empirical GMPEs
in a host region (WNA in this study) using seismological-
based adjustment factors between the two regions. The
adjustment factors are calculated as the ratio of stochastically
simulated GMIMs in the two regions. Using appropriate

regional seismological parameters in the stochastic simula-
tions, the calculated adjustment factors take into account
differences in earthquake source, wave propagation, and site-
response characteristics between the two regions. The empir-
ically derived GMPEs for the host region are transferred
to the target region by applying the regional adjustment fac-
tors to the empirical GMIM predictions from which a GMPE
is derived using standard regression analysis. The HEM
approach has been used by several researchers to develop
GMPEs in CENA (Campbell, 2003, 2007, 2008, 2011;
Tavakoli and Pezeshk, 2005; Pezeshk et al., 2011, 2015;
Shahjouei and Pezeshk, 2016), in central Europe (Scherbaum
et al., 2005), and in southern Spain and southern Norway
(Douglas et al., 2006). Campbell (2014) provides a complete
review of these and other applications of the HEM approach.

Campbell (2003) developed a HEM-based GMPE
for CENA hard-rock site conditions using contemporary
stochastic point-source models and four pre-NGA WNA
empirical GMPEs. Campbell (2007) updated this GMPE
for National Earthquake Hazards Reduction Program
(NEHRP) B/C site conditions using CENA seismological
parameters recommended by Atkinson and Boore (2006)
and the NGA-West1 empirical GMPE developed for WNA
by Campbell and Bozorgnia (2008). Campbell (2008, 2011)
extended the model developed by Campbell (2007) to CENA
hard-rock site conditions by including an empirical hard-
rock amplification model developed by Atkinson and Boore
(2006). During that process, he discovered that a relatively
high stress parameter (Δσ) of 280 bars was needed to force
agreement between the point-source simulations that he did
and finite-fault stochastic simulations of Atkinson and Boore
(2006), which had used a stress parameter of 140 bars. This
apparent discrepancy was later explained by Atkinson et al.
(2009) and Boore (2009). Tavakoli and Pezeshk (2005)
proposed a HEM-based model for CENA hard-rock site con-
ditions that used a magnitude-dependent stress parameter in
the WNA stochastic GMIM simulations. They used a generic
source function that combined single-corner and double-
corner source-spectrum models and an effective point-source
distance metric, based on the effective-depth model proposed
by Atkinson and Silva (2000), to force the stochastic point-
source model to mimic finite-fault effects and to account for
magnitude–distance saturation effects. Pezeshk et al. (2011)
updated Tavakoli and Pezeshk (2005) using the Atkinson and
Boore (2006) CENA seismological parameters with a stress
parameter of 250 bars in the stochastic GMIM simulations to
obtain better agreement with the Atkinson and Boore (2006)
finite-fault simulations. The use of a 250-bar rather than a
140-bar stress parameter with the point-source stochastic
simulations was recommended by Atkinson et al. (2009) and
Boore (2009). Pezeshk et al. (2011) derived their HEM-
based GMPE for CENA hard-rock site conditions using the
empirical crustal-amplification factors proposed by Atkinson
and Boore (2006) and adopted an effective point-source
distance metric to mimic finite-fault effects.
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The purpose of this study is to update the HEM-based
GMPES of Campbell (2007, 2008, 2011) and Pezeshk et al.
(2011, 2015) for CENA using the five new empirical GMPEs
developed in the PEERNGA-West2 project (Bozorgnia et al.,
2014) for WNA and other shallow crustal active tectonic r
egions (Abrahamson et al., 2014; Boore et al., 2014; Camp-
bell and Bozorgnia, 2014; Chiou and Youngs, 2014; Idriss,
2014) and the latest information on CENA seismological
parameters (Chapman et al., 2014; Hashash, Kottke, Stewart,
Campbell, Kim, Moss, et al., 2014; Boore and Thompson,
2015; Yenier and Atkinson, 2015a). Although we use sto-
chastic point-source models for both CENA and WNA to
obtain simulated GMIMs for the development of regional
adjustment factors, we limit their use to M ≤ 6:0 to avoid
the need to explicitly include finite-fault effects and to stay
within the magnitude range of data used to develop the
CENA stochastic model used in this study and the NGA-East
database (Goulet et al., 2014; see Data and Resources). A
horizontal-component GMPE functional form similar to that
in Pezeshk et al. (2011) is used to develop the GMPEs, and
a nonlinear regression analysis is performed to estimate
period-dependent model coefficients for M 4.0–8.0 and
Rrup ≤ 1000 km. GMPEs are developed for PGA and 5%
damped PSA for CENA reference hard-rock site conditions
recommended by Hashash, Kottke, Stewart, Campbell, Kim,
Moss, et al. (2014). The GMIM predictions are extended
to M > 6:0 using two different methods. We compare the
GMIM predictions from our two new GMPEs with our pre-
vious GMPEs as well as with observed GMIMs from the
available NGA-East database.

Stochastic Ground-Motion Simulation

We developed a set of computer routines based on the
random vibration method of Kottke and Rathje (2008) to per-
form the point-source stochastic simulation of GMIM ampli-
tudes using the WNA and CENA seismological models. The
output of the program is PGA and PSA at a preselected set of
spectral periods (T). The regional adjustment factors are the
ratio of the simulated spectral values for CENAwith respect
to those for WNA. In the stochastic method, the ground-
motion acceleration is modeled as filtered Gaussian white
noise modulated by a deterministic envelope function de-
fined by a specified set of seismological parameters (Boore,
2003). The filter parameters are determined by either match-
ing the properties of an empirically defined spectrum of
strong ground motion with theoretical spectral shapes or us-
ing reliable physical characteristics of the earthquake source
and propagation media (Hanks and McGuire, 1981; Boore,
1983, 2003). Atkinson et al. (2009) and Boore (2009) inves-
tigated the relationship between the stochastic point-source
model Stochastic-Method SIMulation (SMSIM; Boore,
2005) and the stochastic finite-fault model EXSIM (Motaze-
dian and Atkinson, 2005) and suggested how the two could
be aligned to give better agreement in predicted motions

from small earthquakes at large distances, where the two
models should provide similar results.

In the point-source model, the total Fourier amplitude
spectrum (FAS) of the horizontal vibratory ground displace-
ment Y�M0; R; f� due to shear-wave propagation can be
modeled by the equation:

EQ-TARGET;temp:intralink-;df1;313;661Y�M0; R; f� � S�M0; f�P�R; f�G�f�I�f� �1�

(Boore, 2003), in whichM0 is seismic moment (dyn · cm), R
is source-to-site distance (km), f is frequency (Hz), S�M0; f�
is the source spectrum, P�R; f� is the path attenuation term,
G�f� is the site-response term, and I�f� is a filter represent-
ing the type of GMIM. The FAS of acceleration is obtained
by multiplying Y�M0; R; f� by ω2.

Effective Point-Source Distance

In the stochastic point-source model, the earthquake
source is assumed to be concentrated at a point within the
crust, which is a reasonable assumption for small earth-
quakes or when the source-to-site distance is considerably
larger than the earthquake source dimensions. Otherwise,
empirical and physics-based models show that finite-fault ef-
fects in the form of magnitude and distance saturation begin
to influence the ground motions. This reflects the fact that
seismic waves with wavelengths much smaller than the
earthquake source-rupture dimensions do not increase in am-
plitude as the size of the earthquake and the corresponding
energy release increase (Tavakoli and Pezeshk, 2005; Yenier
and Atkinson, 2014). It has also been suggested that when
source fault-rupture lengths are much larger than the closest
distance to the rupture surface, the motions recorded at this
close station will only have contributions from the closest part
of the rupture, with the energy from greater distances along the
fault arriving in a more attenuated form (e.g., Boore and
Thompson, 2014; Baltay and Hanks, 2014).

Atkinson and Silva (2000) defined an effective point-
source distance metric R′

rup to use in point-source stochastic
simulations to mimic the ground-motion saturation effects
from finite-fault effects. They also defined a magnitude-
dependent equivalent point-source depth h�M� to modify
this distance for magnitude-saturation effects. Following
these authors, we define an effective point-source distance
metric to use with our point-source stochastic simulations
with the expression:

EQ-TARGET;temp:intralink-;df2;313;190R′

rup �
����������������������������
R2
rup � h�M�2

q
; �2�

in which the pseudodepth h�M�, also referred to as the finite-
fault factor by Boore and Thompson (2014), is defined by the
expression:
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EQ-TARGET;temp:intralink-;df3;55;733 log�h�M��

�
�
max�−0:05� 0:15M;−1:72� 0:43M� M ≤ 6:75
−0:405� 0:235M M > 6:75

;

�3�
which combines the pseudodepth relationships developed by
Atkinson and Silva (2000) and Yenier and Atkinson (2014,
2015a,b) to provide a consistent set of effective distances
over the entire magnitude range of interest.

We use the effective point-source distance metric in the
stochastic simulations to evaluate the adjustment factors for
a given set of magnitude and distances. This is done by
(1) evaluating the NGA-West2 GMPEs for a given set of
M and Rrup values, (2) calculating the corresponding values
of R′

rup from equations (2) and (3), (3) using the values
of R′

rup to determine the stochastic adjustment factors, and
(4) using the adjustment factors to derive the HEM-based
GMIM estimates for the original set of M and Rrup values.

Site Response

The site-response term G�f� is defined as the product
of crustal-amplification and diminution functions (Boore,
2003). Crustal amplification is calculated using the quar-
ter-wavelength (QWL) method, which Boore (2013) now re-
fers to as the square-root-impedance (SRI) method. Boore
(2003) proposes the maximum frequency filter fmax (Hanks,
1982) and the kappa filter κ0 (Anderson and Hough, 1984) as
alternatives to model the site diminution function. The kappa
filter exp�−πκ0f� can be considered the path-independent
loss of energy in the ground motion as it propagates through
the site profile. It is defined empirically by Anderson and
Hough (1984) as the high-frequency slope of the FAS on a
log–linear plot. Although kappa can be calculated from a
recording at any distance, the part of kappa that is associated
with the crustal profile beneath the site κ0 includes attenua-
tion from both wave scattering and material damping be-
cause the waves propagated through the site profile (e.g.,
Campbell, 2009) and can be calculated in a variety of ways
depending on the size of the earthquake and the available
recordings (Ktenidou et al., 2014). We use κ0 to define the
site attenuation because of its common use in engineering
seismology (Campbell, 2009; Ktenidou et al., 2014).

Site Characterization in CENA. Campbell (2003) and
Tavakoli and Pezeshk (2005) used a CENA reference hard-
rock site condition with a time-average shear-wave velocity
in the top 30 m of the site profile of VS30 ≈ 2800 m=s and
κ0 � 0:006 s. They used the generic CENA hard-rock
crustal-amplification model developed by Boore and Joyner
(1997). Atkinson and Boore (2006), Pezeshk et al. (2011),
and Campbell (2008, 2011) used an empirically derived
CENA hard-rock crustal-amplification model corresponding
to VS30 ≥ 2000 m=s and κ0 � 0:005 s (Atkinson and Boore,
2006). In this study, we adopted a CENA reference hard-rock

site condition more recently recommended by Hashash,
Kottke, Stewart, Campbell, Kim, Moss, et al. (2014) for use
in the NGA-East project that corresponds to VS30�3000m=s
and κ0 � 0:006 s based on the comprehensive studies of
Campbell et al. (2014) and Hashash, Kottke, Stewart,
Campbell, Kim, Rathje, et al. (2014). We used the crustal-
amplification factors derived by Boore and Thompson
(2015) using the SRI method, which are based on the veloc-
ity profile of Boore and Joyner (1997) modified to have a
shear-wave velocity of 3000 m=s over the top 300 m of the
site profile to be consistent with the NGA-East reference
hard-rock crustal profile of Hashash, Kottke, Stewart, Camp-
bell, Kim, Moss, et al. (2014). These crustal-amplification
factors are listed in Table 1.

Site Characterization in WNA. Boore and Joyner (1997)
provided crustal-amplification factors for a generic-rock site
profile in WNA with VS30 � 620 m=s that was developed
using the SRI method. These amplification factors have been
used by many investigators, including the authors, to conduct
stochastic simulations in the region (e.g., Atkinson and Silva,
1997, 2000; Beresnev and Atkinson, 2002; Campbell, 2003,
2007, 2008, 2011; Tavakoli and Pezeshk, 2005; Pezeshk
et al., 2011, 2015). Boore and Thompson (2014, 2015) up-
dated the generic-rock crustal-amplification factors of Boore
and Joyner (1997), using an improved density–velocity rela-
tionship, which we adopted for our study. These updated
crustal-amplification factors are listed in Table 1.

Anderson and Hough (1984) report typical values for κ0
in 0.02–0.04 s range for rock sites in WNA. Atkinson and
Silva (1997) used an average value of 0.04 s in their stochas-
tic model for southern California, which has been used by
many other investigators, including the authors. Yenier and

Table 1
Crustal-Amplification Factors (Boore and

Thompson, 2015)

CENA (Table 5 of Boore and
Thompson, 2015)

WNA (Table 4 of Boore and
Thompson, 2015)

f (Hz) A�f� f (Hz) A�f�
0.001 1.000 0.001 1.00
0.008 1.003 0.009 1.01
0.023 1.010 0.025 1.03
0.040 1.017 0.049 1.06
0.061 1.026 0.081 1.10
0.108 1.047 0.150 119
0.234 1.069 0.370 1.39
0.345 1.084 0.680 1.58
0.508 1.101 1.110 1.77
1.090 1.135 2.360 2.24
1.370 1.143 5.250 2.75
1.690 1.148 60.30 4.49
1.970 1.150 100.0 4.49
2.420 1.151

Crustal-amplification factor do not include the effects of
site attenuation. CENA, central and eastern North America;
WNA, western North America.
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Atkinson (2015b) found that a value of 0.025 s was consis-
tent with ground-motion recordings on rock in California.
Following Al Atik et al. (2014), we used inverse random vi-
bration theory (IRVT) to derive a value for the host site kappa
in WNA that is consistent with the NGA-West2 GMPEs and
the generic-rock amplification factors of Boore and Thomp-
son (2014, 2015). The single value of kappa that we are using
is consistent with the values found by Zandieh et al. (2016)
for the magnitudes and distances of interest. We removed the
host crustal-amplification factors from the IRVT-based near-
source FAS predictions to decouple the crustal-amplification
term from the κ0 term at high frequencies as suggested by
Al Atik et al. (2014). The resulting FAS were analyzed to
select the start and end frequencies over which plots of
log FAS versus frequency could be considered linear and

not impacted by high-frequency distor-
tions from the predicted response spectra.
Then we fit a slope of −πκ0 to the selected
range of frequencies. Similar to Al Atik
et al. (2014), we considered six different
near-source scenarios (M 5.0 and 6.0;
Rrup � 5, 10, and 20 km) to define kappa
values for the median of the GMIM pre-
dictions from all five NGA-West2
GMPES. We limited the magnitude range
to 6.0 to be consistent with the range used
in the inversions of the NGA-West2
GMPEs. Figure 1 illustrates how the kappa
values were calculated by the IRVT ap-
proach for the six scenarios. These results
are consistent with an average κ0 of 0.035 s,
which we used to characterize the site
attenuation for the generic-rock site in
WNA (Table 2).

Source Model

We used the Brune (1970, 1971) ω2

source spectrum in the stochastic simula-
tions. Brune’s model is a single-corner-frequency (f0) point-
source spectrum in which the stress parameter Δσ controls
the spectral shape at high frequencies. The choice of an ap-
propriate stress parameter in WNA and CENA has been the
subject of many studies. The basis for the values of Δσ we
use for these regions is discussed in the following sections.

Stress Parameter in CENA. Boore et al. (2010) used the
point-source stochastic simulation program SMSIM (Boore,
2005) to determine the stress parameters for eight well-
recorded earthquakes in CENA. They showed that estimates
of Δσ are strongly correlated to the rate of geometrical
spreading in the near-source region. They estimated a geo-
metric mean value of Δσ � 250 bars using the geometrical
spreading and quality factor (Q) relationships of Atkinson

Figure 1. Kappa values in seconds for six scenarios computed from the median of the
Next Generation Attenuation-West2 (NGA-West2) ground-motion prediction equations
(GMPEs) using the inverse random vibration theory (IRVT) approach. FAS, Fourier am-
plitude spectrum. The color version of this figure is available only in the electronic edition.

Table 2
Median Values of Seismological Parameters for Stochastic Simulations

Parameter WNA CENA

Source spectrum model Single-corner-frequency ω−2 Single-corner-frequency ω−2

Stress parameter, Δσ (bars) 135 400
Source velocity, βS (km/s) 3.5 3.7

Source density, ρS (g/cc) 2.8 2.8

Geometric spreading, Z�R�
8<
:
R−1:03 R < 45 km
R−0:96 45 ≤ R < 125 km
R−0:50 R ≥ 125 km

8<
:
R−1:3 R < 60 km
R0 60 ≤ R < 120 km
R−0:50 R ≥ 120 km

Quality factor, Q 202f0:54 440f0:47

Source duration, TS (s) 1=f0 1=f0
Path duration, TP (s) Boore and Thompson (2015, their table 1) Boore and Thompson (2015, their table 2)
Crustal amplification, A�f� Boore and Thompson (2015, their table 4) Boore and Thompson (2015, their table 5)
Site kappa, κ0 (s) 0.035 0.006 (Hashash, Kottke, Stewart, Campbell, Kim, Moss, et al., 2014)
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(2004; hereafter, A04) for the case in which the 1988 Sague-
nay earthquake was included and 180 bars for the case in
which the Saguenay event was excluded. Atkinson et al.
(2009) and Boore (2009) also found that a stress parameter
of 250 bars instead of 140 bars was needed to bring the
stochastic point-source results of SMSIM in line with the
stochastic finite-fault results of EXSIM (Motazedian and
Atkinson, 2005), which was used to develop the GMPE
of Atkinson and Boore (2006), for small distant earthquakes.
Campbell (2008, 2011) had initially estimated this point-
source stress parameter as Δσ � 280 bars. Atkinson and
Assatourians (2010) analyzed recordings of the M 5.0
Val-des-Bois, Quebec, earthquake using the A04 attenuation
model and found a stress parameter of 250 bars.

In their revision of the CENA seismological model,
Boore and Thompson (2015) found that a stress parameter of
400 bars was needed to approximate the amplitude of the
ground motions that matched the A04 attenuation term and
the Atkinson and Boore (1995) path duration when the new
energy-based significant duration parameter recommended
by Boore and Thompson (2014) was used. A higher value
of Δσ was needed to compensate for the smaller amplitudes
predicted from the stochastic ground-motion simulations
when the longer path durations were used, which spreads
the radiated energy from the point source over a longer
duration. Because we are using the new path duration model
of Boore and Thompson (2015), for consistency, we also use
Δσ � 400 bars for our CENA point-source stochastic
simulations (Table 2).

Stress Parameter in WNA. Atkinson and Silva (1997, 2000)
modeled California ground motions using the stochastic
finite-fault simulation model of Silva et al. (1990). They
introduced an equivalent two corner-frequency point-source
spectrum to mimic the finite-fault effects observed at large
magnitudes in lieu of using a variable stress parameter as
used in the GMPEs of Silva et al. (2002) and Yenier and
Atkinson (2015b). They showed that at high frequencies,
their double-corner-frequency source model gave similar
results for events of M < 6:0 as a Brune single-corner-
frequency model with Δσ � 80 bars. At larger magnitudes
and lower frequencies, in which finite-fault effects become
significant, the two models were found to diverge because of
the spectral sag in the double-corner model that was found to
more realistically model the spectral shape of large-magni-
tude ground motions. Yenier and Atkinson (2015b) proposed
a seismological model for California that they empirically
calibrate with response spectra from the NGA-West2 data-
base. Crustal-amplification factors were derived using the
SRI method and the NEHRP B/C (VS30 � 760 m=s) velocity
profile with an assumed site attenuation parameter of
κ0 � 0:025 s (Yenier and Atkinson, 2014). The source
was defined as a Brune single-corner spectrum. Path attenu-
ation was adopted from Raoof et al. (1999) but was modified
to represent a different crustal shear-wave velocity and to
have a minimum path attenuation of Q � 100. Path duration

was taken from Boore and Thompson (2014). Geometric
spreading was found to be consistent with R−1:3 out to
50 km, after which an R−0:5 was used. Yenier and Atkinson
(2015b) used the effective point-source distance metric of
Atkinson and Silva (2000) for M < 6:0 and that of Yenier
and Atkinson (2014) for larger magnitudes to model magni-
tude-saturation effects. They selected stress parameters that
minimized the trends in the residuals, ensuring that the
observed and simulated spectra had similar shapes for
f > 0:1 Hz. These stress parameters were found to be a
function of magnitude with values that increase from 15 bars
at M 3.0 to 100 bars at M > 5:0. Finally, they used a cali-
bration factor of 4.47 in the stochastic simulations to elimi-
nate any bias between the simulated and observed spectral
amplitudes. For our stochastic simulations in WNA, we per-
formed an inversion of the NGA-West2 GMPEs for earth-
quake scenarios with M ≤ 6:0. This model was used to
ensure that the WNA host seismological model was consis-
tent with the GMIM predictions from the GMPEs that are
used to derive the CENA target GMIMs. To minimize the
inherent trade-off between κ0 and Δσ in these inversions,
we used the IRVT method of Al Atik et al. (2014) to deter-
mine the value of κ0 from the median near-source estimates
of PSA from all five NGA-West2 GMPEs, as described ear-
lier in the report. The IRVT approach resulted in an average
site kappa of κ0 � 0:035 s. After constraining κ0 to the aver-
age obtained from the IRVT approach and constraining the
crustal amplifications to those suggested by Boore and
Thompson (2015), we performed GMIM inversions to obtain
the remaining seismological parameters using a genetic
algorithm similar to that of Scherbaum et al. (2006). By
constraining the crustal-amplification factors and the value
of κ0, the near-source spectral shape at high frequencies
becomes a function of only the stress parameter, which
helped to stabilize the inversion results.

Based on the inversions, we obtained a stress parameter
of 135 bars for scenarios in M 4.0–6.0 range. We used this
stress parameter for all magnitudes to be consistent with the
magnitude-independent stress parameter that was used in the
CENA seismological model. Pezeshk et al. (2011) used a
stress parameter of 80 bars in their WNA Brune single-
corner-frequency stochastic model, which they showed was
generally consistent with the NGA-West1 GMPE predictions
for an M 6.0 earthquake at Rrup � 10 km. The larger stress
parameter of 135 bars found is consistent with the longer
path durations associated with the Boore and Thompson
(2015) WNA duration model and supersedes the value used
by Pezeshk et al. (2011). A stress parameter of 135 bars is
also consistent with observations of modified Mercalli inten-
sity by Atkinson and Wald (2007), who suggested that these
observations were consistent with about a three-times-larger
stress parameter for earthquakes in CENA compared with
those in WNA, consistent with the values used in this study
(Table 2).
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Source and Path Duration

The sum of the source duration (TS) and the path dura-
tion (TP) represents the total duration of ground motion in
the stochastic method. The source duration for the Brune sin-
gle-corner-frequency model is typically defined (e.g., Boore,
2003) as the inverse of the source corner frequency, 1=f0
(Table 2). Boore and Thompson (2014) used the NGA-West2
database to derive a new distance-dependent TP relationship
for active crustal regions, such as WNA, which is different
from the relationships proposed previously. Similarly, Boore
and Thompson (2015), using the NGA-East database (Goulet
et al., 2014; see Data and Resources), derived a distance-
dependent TP relationship for CENA. We used the path-
duration terms proposed by Boore and Thompson (2014,
2015) in this study, which are provided in Table 3 for com-
pleteness.

Path Attenuation

The path term P�R; f� in equation (1) is separated into
two components, commonly referred to as geometric attenu-
ation (or spreading) and anelastic attenuation. Geometric at-
tenuation models the amplitude decay due to the expanding
surface area of the wave front as it propagates away from the
source. Anelastic attenuation, quantified by the quality factor
Q, models the amplitude decay caused by scattering and
the conversion of elastic wave energy to heat and is usually
found to be frequency dependent. The path-attenuation
parameters that we used for CENA and WNA are presented
in the following sections.

Path Attenuation for CENA. Boore et al. (2010) used four
geometrical attenuation models ranging from a simple R−1:0

decay for all distances to more complicated bilinear and tri-
linear distance decay models to determine the stress param-
eter for eight well-recorded earthquakes in CENA. Atkinson
and Assatourians (2010) studied five well-recorded CENA
earthquakes and found that the ground motions were better

fit if the A04 geometrical attenuation model, with R−1:3 near-
source spreading, is used for hypocentral distances beyond
10 km and an R−1:0 decay is used at shorter distances. Camp-
bell (2007, 2008, 2011) and Pezeshk et al. (2011) used the
original A04 path-attenuation model.

In this study, we used the more recent path-attenuation
term developed by Chapman et al. (2014) in our CENA seis-
mological model (Table 2). These authors used broadband
recordings from the EarthScope Transportable Array and an
iterative inversion process to derive a trilinear geometric
attenuation model with R−1:3 spreading to 60 km, R0 or
no spreading from 60 to 120 km, and R−0:5 or Lg spreading
beyond 120 km. At regional distances, the dominant phase in
the ground-motion recording is the Lg phase, which is com-
posed of multiple reflections of S waves trapped within the
crust. Chapman and Godbee (2012) also found R−1:3 spread-
ing at short distances from physics-based ground-motion
simulations. Chapman et al. (2014) found that for all CENA
regions outside of the Gulf Coast region, the quality factor
that is consistent with the above geometric attenuation term
is given by the relationship Q � 440f0:47. As illustrated in
Figure 2, the transition distances of 60 and 120 km in the
Chapman et al. (2014) geometric attenuation model are
nearly the same and therefore consistent with the transition
distances obtained by Boore and Thompson (2015) for their
CENA path-duration model. Furthermore, to show that our
parameters are consistent, we compared the FAS based on
our model with a model using A04 seismological parameters
and stress drop of 400 for moment magnitudes of 4, 5, 6, and
7 and found almost identical results.

Path Attenuation for WNA. Campbell (2007, 2008, 2011)
and Pezeshk et al. (2011, 2015) used the path-attenuation
model of Raoof et al. (1999) developed for southern Califor-
nia in their stochastic point-source ground-motion simula-
tions in WNA. Atkinson and Silva (2000) also used this
path-attenuation model in their stochastic finite-fault simula-
tions. Malagnini et al. (2007) analyzed broadband wave-
forms from small to moderate events in the San Francisco
Bay area and found that the best-fitting path-attenuation
model was given by the relationship Q � 180f0:42 for geo-
metric attenuation given by R−1:0 spreading within 30 km
and R−0:6 spreading at larger distances. This model is similar
to that of Raoof et al. (1999), who found Q � 180f0:45 for
geometric attenuation given by R−1:0 spreading within 40 km
and R−0:5 spreading at larger distances. Fatehi and Herrmann
(2008) determined high-frequency scaling in the Pacific
Northwest and northern and central California by analyzing
broadband waveforms in these regions. They found both
geometric and anelastic attenuation to be regionally depen-
dent. Spreading rates were found to vary between R−1:0 and
R−1:1 within 40 km, except for very high frequencies in
northern California, which had a rate of R−1:3. Spreading
rates at longer distances were found to be more variable,
ranging from R−0:8 to R0:5 from distances of 40 to 100 km
and R−0:5 to R−0:9 at larger distances. Anelastic attenuation

Table 3
Path-Duration Models (Boore and Thompson, 2015)

CENA (Table 2 of Boore and
Thompson, 2015)

WNA (Table 1 of Boore and
Thompson, 2015)

Rrup (km)* TP (s) Rrup (km) TP (s)

0 0.0 0.0 0.0
15 2.6 7.0 2.4
35 17.5 45.0 8.4
50 25.1 125.0 10.9
125 25.1 175.0 17.4
200 28.5 270.0 34.2
392 46.0
600 69.1

Slope of last segment 0.111 Slope of last segment 0.156

*Rupture distance must be converted to the effective point-source
distance using the pseudodepth appropriate for each magnitude.
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parameters were also found to be variable with
Q0 � 210–280 and η � 0:35–0:55, depending on the region.

Mahani and Atkinson (2013) investigated the rate of
geometric attenuation of ground motion from small-to-
moderate earthquakes across North America and found
spreading rates that varied between R−1:1 and R−1:3 at
near-source distances. At longer distances, typically beyond
40–100 km, ground motions are dominated by surface waves
for which the path attenuation depends on fault mechanism,
focal depth, and crustal structure (Burger et al., 1987; Ou and
Herrmann, 1990; Yenier and Atkinson, 2015b). Yenier and
Atkinson (2014) found that geometric spreading from 11
well-recorded earthquakes in California is generally steeper
than R−1:0 at short distances. Yenier and Atkinson (2015b)
considered a bilinear geometric spreading term and near-
source spreading rates of both R−1:0 and R−1:3, decreasing
to R−0:5 beyond a transition distance of 50 km. They deter-
mined that both of these near-source spreading rates could be
made to fit the recordings using average calibration factors of
1.08 and 3.16, respectively, to adjust the stochastic point-
source simulation GMIMs over all magnitudes and frequen-
cies. They concluded that the steeper near-source spreading
rate provided the best fit to the path attenuation in California.
As discussed previously, Yenier and Atkinson (2015b) used the
Raoof et al. (1999) anelastic attenuation term, which after scal-

ing to a shear-wave velocity of 3:7 km=s in
the vicinity of the source, was modified to
Q � max�100; 170:3f0:45�. The maximum
value of 100 was based on the recommen-
dations of Boore (1983) and Yenier and
Atkinson (2014).

In this study, we used the path-attenu-
ation terms determined from the inversion
of the NGA-West2 GMPEs. For consis-
tency with the CENA seismological model,
a trilinear geometric attenuation term with
transition distances of 45 and 125 km was
used to perform the inversions. These tran-
sition distances were selected to match the
WNA transition distances used by Boore
and Thompson (2015) in their path-dura-
tion model (Fig. 2). The inversion resulted
in a geometric spreading rate of R−1:0 to
125 km (i.e., no difference for R < 45 km),
beyond which an assumed spreading rate of
R−0:5 consistent with surface-wave attenu-
ation was used (Table 3). The resulting
anelastic attenuation term was found to
be Q � 202f0:54 (Table 2), similar to that
found by Campbell (2007) using ground-
motion predictions from the Campbell and
Bozorgnia (2008) NGA-West1 GMPE and
by Atkinson and Silva (1997) using ground
motions from the WNA strong-motion
database.

GMPEs for WNA

One important component of the HEM approach is us-
ing appropriate empirical GMPEs in the host region. Pezeshk
et al. (2011) incorporated the five GMPEs from the PEER
NGA-West1 project (Power et al., 2008) to derive empirical
ground-motion estimates for WNA in their HEM-based
GMPE for CENA. Campbell (2007, 2008, 2011) used a sin-
gle NGA-West1 GMPE (Campbell and Bozorgnia, 2008) to
demonstrate how the new NGA-West1 models might impact
the Campbell (2003) HEM-based GMPE in CENA.

In this study, we used the five GMPEs developed as part
of the PEER NGA-West2 project (Bozorgnia et al., 2014) to
derive the empirical GMIM estimates in the WNA host re-
gion. These GMPEs are referred to as ASK14 (Abrahamson
et al., 2014), BSSA14 (Boore et al., 2014), CB14 (Campbell
and Bozorgnia, 2014), CY14 (Chiou and Youngs, 2014), and
I14 (Idriss, 2014) in the remainder of this article. These
GMPEs used a vastly expanded NGA-West2 database that
included more than 20,000 recordings from shallow crustal
earthquakes in California (M < 5:5) and in other similar ac-
tive tectonic regions throughout the world (M > 5:5). We
used the weighted geometric mean of the RotD50 (Boore,
2010) average horizontal GMIM predictions from the five
GMPEs to derive empirical estimates that are consistent with

Figure 2. Path-duration models for central and eastern North America (CENA) and
western North America (WNA; modified from Boore and Thompson, 2015). In the
legend, E represents eastern North America, and W represents western North America.
The color version of this figure is available only in the electronic edition.
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the inversions performed. We assigned the same weights that
were used to evaluate the NGA-West2 GMPEs for the 2014
update of the United States national seismic hazard model (Pe-
tersen et al., 2014). In this scheme, the weights were distrib-
uted evenly between four of the GMPEs with I14 being given
half the weight of the other models.

Except for the BSSA14 model, which is developed for
the RJB distance metric, the other GMPEs use the closest
distance to the fault-rupture surface, represented by the Rrup

distance metric. Because the proposed model in this study is
based on Rrup, we converted RJB to Rrup for evaluating the
BSSA14 model using the relationships developed by Scher-
baum et al. (2004). Following Campbell (2003, 2007), we
used a generic style of faulting to evaluate the NGA-West2
GMPEs, because there is no empirical evidence in CENA
that there are differences in ground-motion amplitude be-
tween faulting styles. This generic style of faulting is an aver-
age of strike-slip and reverse-faulting mechanisms because
of the predominantly compressional stress regime in CENA,
and was implemented by setting FRV � 0:5 and FNM � 0 in
the ASK14, CB14, and CY14 GMPEs; SS � 0:5 (strike
slip), RS � 0:5 (reverse slip), NS � 0 (normal slip), and
U � 0 (unknown slip) in the BSSA14 GMPE, and the source
mechanism F � 0:5 in the I14 GMPE. We did not include
the hanging-wall effect in the evaluation of the ASK14,
CB14, and CY14 models because of the unknown strikes
of earthquakes and the general absence of known faults in
CENA. All the NGA-West2 GMPEs that included regional
site-response and anelastic attenuation terms were evaluated
for the California region and for NEHRP B/C (Building Seis-
mic Safety Council [BSSC], 2009) site conditions consistent
with VS30 � 760 m=s. The CY14 GMPE was evaluated for
average directivity effects and for an inferred value of VS30,
which only affects the value of the standard deviation.
We used a dip of 90° to evaluate those GMPEs that had the
dip of the fault-rupture plane as a predictor variable.

The ASK14, CB14, and CY14 GMPEs include the depth
to the top of rupture ZTOR as one of the predictor variables. For
each of these models, the default value of ZTOR recommended
by the developers for a future California earthquake was used.
The ASK14, BSSA14, and CY14 GMPEs use Z1:0, or the
depth to the 1 km=s shear-wave velocity (VS) horizon beneath
the site, to model sediment-depth and basin effects. The CB14
GMPE uses Z2:5, or the depth to the VS � 2:5 km=s horizon
beneath the site, to model these effects. For these GMPEs, the
default values of Z1:0 and Z2:5 recommended by each of the
developers for a California site were used.

GMPEs for CENA

Median estimates of the desired GMIMs in CENA are
obtained by scaling the NGA-West2 empirical estimates of
PGA and PSA with the stochastically derived adjustment
factors derived using a set of computer routines based on the
random vibration method of Kottke and Rathje (2008) with
the sets of seismological parameters listed in Table 2. The

GMIMs are evaluated for 9 values of magnitude ranging
from M 4.0 to 8.0 in 0.5 magnitude increments and for
25 values of distance given by the array Rrup � 1, 2, 5,
10, 15, 20, 30, 40, 50, 60, 70, 80, 100, 120, 140, 180,
200, 250, 300, 400, 500, 600, 700, 800, and 1000 km. Be-
cause the GMPEs were developed for a CENA reference
hard-rock site with VS30 � 3000 m=s and κ0 � 0:006 s
(Hashash, Kottke, Stewart, Campbell, Kim, Moss, et al.,
2014), the GMIM predictions must be modified for other site
conditions using an appropriate site-response method.

A limitation of the empirical GMIM estimates and, there-
fore, the HEM approach is the general invalidity of the
NGA-West2 GMPEs beyond distances of around 300 km. Be-
cause of the lower rate of attenuation in CENA, GMIM am-
plitudes of engineering significance can occur at distances
farther than 300 km and possibly as far as 1000 km for
the M 7.5–8.0 events as occurred in New Madrid in 1811
and 1812 (Petersen et al., 2014). To handle this limitation
in the pre-NGA GMPEs, Campbell (2003) supplemented
the GMIMs that were estimated from the HEM approach
for CENA with stochastically simulated GMIMs for
Rrup > 70 km. He scaled the stochastically simulated
GMIMs for each magnitude by a factor that made them equal
to the median HEM estimate for the same magnitude at
Rrup � 70 km. Tavakoli and Pezeshk (2005) and Pezeshk
et al. (2011) used the same approach in the development
of their HEM-based models. Campbell (2008, 2011) also used
the same approach to scale the empirical GMIM estimates
from the Campbell and Bozorgnia (2008) NGA-West1
GMPE, which although was nominally valid to distances
of 200 km, was practically only valid to around 100 km.
Although the approach used previously is perfectly valid,
we decided to use a different procedure in this study. We used
the HEM approach to estimate GMIMs to the maximum dis-
tance of 1000 km and then compared these estimates with re-
cordings from the NGA-East CENA database (Goulet et al.,
2014; see Data and Resources). We used a calibration factor to
adjust any bias that existed between the GMIM estimates from
the HEM approach and the CENA observations. A single cal-
ibration factor was used for all magnitudes, distances, and
spectral periods to prevent any distortions in the shape of
the predicted response spectra.

After calibration, the HEM-simulated GMIMs were
used together with nonlinear least-squares regression to de-
rive the model coefficients in a GMPE defined with a speci-
fied functional form. GMPEs were developed for PGA and
for 5% damped PSA for M ≤ 6, Rrup ≤ 1000 km and
21 spectral periods ranging from T � 0:01 to 10 s, consistent
with the set of periods used in the NGA-West2 models.
Magnitude scaling forM > 6was estimated using two meth-
ods, referred to as stochastic scaling and empirical scaling.
These methods are described later in this section. After trial
and error, the GMPE functional form that was found to best
model the HEM GMIM estimates is given by the expression:
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EQ-TARGET;temp:intralink-;df4;55;733

log� �Y��c1�c2M�c3M2��c4�c5M�×min�log�R�;log�60��
��c6�c7M�×max�minflog�R=60�;log�120=60�g;0�
��c8�c9M�×max�log�R=120�;0��c10R; �4�

in which

EQ-TARGET;temp:intralink-;df5;55;663R �
����������������������
R2
rup � C2

11

q
: �5�

In equations (4) and (5), Y is the median value of PGA or
PSA (g), M is moment magnitude, and Rrup is the closest
distance to the fault-rupture surface (km). The coefficients in
these equations are given in Tables 4 and 5 for the large-
magnitude stochastic-scaling and empirical-scaling methods,
respectively.

The aleatory variability characterizes the inherent
randomness in the predicted GMIMs that result from any
unmodeled characteristics of the ground motion (Campbell,
2007). In this study, we constructed the mean aleatory vari-
ability model from the weighted average of the standard
deviations of the five NGA-West2 GMPEs, similar to the
approach of Campbell (2003, 2007), Tavakoli and Pezeshk
(2005), and Pezeshk et al. (2011, 2015). Except for I14, the
other four NGA-West2 GMPEs partition the total standard
deviation σ into components that represent between-event
variability (τ) and within-event variability (ϕ). We used the
weighted average of the between-event and within-event
standard deviations from these four NGA-West2 models to
derive the aleatory variability model proposed in this study.
All of the NGA-West2 GMPEs have standard deviations that
vary with magnitude and some that vary with distance and
site conditions. Because the GMPEs were evaluated for firm-
rock site conditions, the dependence on site conditions could
be neglected. Also, because of the relatively weak distance
dependence of the average standard deviations, we chose to
simplify the model by excluding distance as a parameter and
instead averaged the standard deviations over the 25 distance
values used to evaluate the NGA-West2 GMPEs for each
magnitude. The resulting natural log standard deviations
are given by the following expressions:

EQ-TARGET;temp:intralink-;df6;55;244τ �

8>>><
>>>:

c12 M ≤ 4:5
c13 � c14M 4:5 < M ≤ 5:0
c15 � c16M 5:0 < M ≤ 6:5
c17 � c18M M > 6:5

�6�

and

EQ-TARGET;temp:intralink-;df7;55;152ϕ �

8>>><
>>>:

c19 � c20M M ≤ 4:5
c21 � c22M 4:5 < M ≤ 5:0
c23 � c24M 5:0 < M ≤ 6:5
c25 M > 6:5

: �7�

The total aleatory standard deviation, excluding the variabil-
ity of the regression, is calculated from the between-event
and within-event standard deviations by the equation:

EQ-TARGET;temp:intralink-;df8;313;697σlog �Y �
����������������
τ2 � ϕ2

q
: �8�

The total aleatory standard deviation that includes the vari-
ability of the regression is given by the equation:

EQ-TARGET;temp:intralink-;df9;313;632σT �
��������������������������
σ2
log �Y

� σ2Reg

q
; �9�

in which σReg is the standard deviation of the regression. The
model misfit is much smaller than the other aleatory variabil-
ity components and can be neglected for many seismic haz-
ard applications (e.g., Pezeshk et al., 2011). σReg coefficients
are listed in Tables 4 and 5, respectively. The coefficients in
equations (6) and (7) are listed in Tables 6 and 7, respec-
tively. Even though the GMPE is given in terms of common
logarithms, the standard deviations are given in terms of
natural logarithms. This is done to be consistent with the
natural log standard deviations of the NGA-West2 GMPEs
and the common means of reporting these standard devia-
tions in the literature.

It should be noted that an evaluation of epistemic uncer-
tainty is not included in this study. Based on the mathemati-
cal framework given in Campbell (2003), the major sources
of epistemic uncertainty in the HEM approach are due to
(1) uncertainty in the seismological parameters used in the
stochastic simulations and (2) uncertainty in the empirical
GMPEs. We did not include epistemic uncertainty in our
model because, in practice, this type of uncertainty is typically
evaluated using alternative GMPEs and the within-model
uncertainty associated with an individual GMPE, such as that
proposed by Al Atik and Youngs (2014), is not generally
included (e.g., Campbell, 2007, 2014; Pezeshk et al. 2011).

The GMIM predictions from the empirical GMPEs used
in the inversions performed to develop the WNA stochastic
model seismological parameters were limited to events with
M ≤ 6:0 to limit them to a range of magnitudes for which
the point-source assumption used in the stochastic simula-
tions is valid. Therefore, we believe that HEM-based GMIM
estimates and the WNA and CENA stochastic models used
to derive them are well constrained by empirical data for
M ≤ 6:0, after applying an average empirical calibration
factor of 0.32 (a factor of 2.09) to the HEM estimates. This
calibration factor is included in the c1 coefficient of equa-
tion (4). For events with M > 6, we considered two ap-
proaches to account for magnitude scaling (1) using the
HEM-based simulations for all magnitudes, assuming that
the HEM approach can be extrapolated to magnitudes larger
than those used to develop the WNA and CENA seismologi-
cal models (hereafter referred to as the stochastic-scaling
approach) using the assumed h�M� and (2) using the HEM
simulations to model magnitude scaling for M ≤ 6:0 and
using the magnitude scaling predicted by the NGA-West2
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GMPEs to model magnitude scaling for M > 6:0 (hereafter
referred to as the empirical-scaling approach). Figures 3 and
4 display the magnitude-scaling characteristics of the PSA

predicted by our CENA GMPE for Rrup � 5, 10, 30, and
70 km using the stochastic-scaling and NGA-West2 empiri-
cal-scaling approaches, respectively. These figures show that

Table 6
Coefficients of the Between-Event Variability Model in Natural Log Units

Period C12 C13 C14 C15 C16 C17 C18

PGA 4:191 × 10−1 7:699 × 10−1 −7:798 × 10−2 5:518 × 10−1 −3:435 × 10−2 3:596 × 10−1 −4:792 × 10−3

0.01 4:188 × 10−1 7:505 × 10−1 −7:373 × 10−2 5:599 × 10−1 −3:560 × 10−2 3:596 × 10−1 −4:792 × 10−3

0.02 4:245 × 10−1 8:034 × 10−1 −8:422 × 10−2 5:569 × 10−1 −3:493 × 10−2 3:610 × 10−1 −4:790 × 10−3

0.03 4:416 × 10−1 8.784 × 10−1 −9:709 × 10−2 5:701 × 10−1 −3:543 × 10−2 3:716 × 10−1 −4:885 × 10−3

0.04 4.571 × 10−1 9:426 × 10−1 −1:079 × 10−1 5:736 × 10−1 −3:412 × 10−2 3:853 × 10−1 −5:163 × 10−3

0.05 4:725 × 10−1 1.007 −1:187 × 10−1 5:772 × 10−1 −3:286 × 10−2 3:990 × 10−1 −5:444 × 10−3

0.08 4:653 × 10−1 7:718 × 10−1 −6:819 × 10−2 5:843 × 10−1 −3:068 × 10−2 4:219 × 10−1 −5:694 × 10−3

0.10 4:369 × 10−1 4:594 × 10−1 −5:078 × 10−3 5:920 × 10−1 −3:159 × 10−2 4:231 × 10−1 −5:605 × 10−3

0.15 4:080 × 10−1 3:551 × 10−1 1:173 × 10−2 5:802 × 10−1 −3:329 × 10−2 3:962 × 10−1 −4:991 × 10−3

0.20 3:959 × 10−1 4:398 × 10−1 −9:744 × 10−3 5:797 × 10−1 −3:773 × 10−2 3:650 × 10−1 −4:710 × 10−3

0.25 3:984 × 10−1 5:748 × 10−1 −3:920 × 10−2 5:773 × 10−1 −3:970 × 10−2 3:497 × 10−1 −4:690 × 10−3

0.30 4:023 × 10−1 6:887 × 10−1 −6:367 × 10−2 5:822 × 10−1 −4:236 × 10−2 3:372 × 10−1 −4:674 × 10−3

0.40 4:116 × 10−1 9:150 × 10−1 −1:119 × 10−1 5:601 × 10−1 −4:089 × 10−2 3:246 × 10−1 −4:652 × 10−3

0.50 4:252 × 10−1 1.026 −1:336 × 10−1 5:582 × 10−1 −3:995 × 10−2 3:286 × 10−1 −4:637 × 10−3

0.75 4:507 × 10−1 1.017 −1:258 × 10−1 5:933 × 10−1 −4:109 × 10−2 3:562 × 10−1 −4:613 × 10−3

1.00 4:716 × 10−1 1.092 −1:378 × 10−1 6:055 × 10−1 −4:057 × 10−2 3:718 × 10−1 −4:602 × 10−3

1.50 4:859 × 10−1 1.053 −1:260 × 10−1 6:367 × 10−1 −4:277 × 10−2 3:886 × 10−1 −4:601 × 10−3

2.00 4:886 × 10−1 1.051 −1:250 × 10−1 6:359 × 10−1 −4:197 × 10−2 3:932 × 10−1 −4:625 × 10−3

3.00 4:907 × 10−1 9:880 × 10−1 −1:105 × 10−1 6:469 × 10−1 −4:229 × 10−2 4:021 × 10−1 −4:627 × 10−3

4.00 5:033 × 10−1 1.228 −1:610 × 10−1 6:062 × 10−1 −3:667 × 10−2 3:977 × 10−1 −4:590 × 10−3

5.00 4:986 × 10−1 1.102 −1:340 × 10−1 6:311 × 10−1 −3:990 × 10−2 4:015 × 10−1 −4:583 × 10−3

7.50 4:910 × 10−1 1.049 −1:240 × 10−1 6:579 × 10−1 −4:578 × 10−2 3:901 × 10−1 −4:583 × 10−3

10.00 4:711 × 10−1 8:445 × 10−1 −8:300 × 10−2 6:848 × 10−1 −5:105 × 10−2 3:828 × 10−1 −4:583 × 10−3

Table 7
Coefficients of the Within-Event Variability Model in Natural Log Units

Period C19 C20 C21 C22 C23 C24 C25

PGA 8:376 × 10−1 −2:941 × 10−2 1.880 −2:610 × 10−1 7:848 × 10−1 −4:203 × 10−2 5:116 × 10−1

0.01 8:379 × 10−1 −2:941 × 10−2 1.879 −2:607 × 10−1 7:849 × 10−1 −4:194 × 10−2 5:122 × 10−1

0.02 8:437 × 10−1 −3:016 × 10−2 1.886 −2:617 × 10−1 7:889 × 10−1 −4:235 × 10−2 5:135 × 10−1

0.03 8:685 × 10−1 −3:285 × 10−2 1.925 −2:677 × 10−1 8:097 × 10−1 −4:458 × 10−2 5:198 × 10−1

0.04 8:865 × 10−1 −3:425 × 10−2 1.974 −2:759 × 10−1 8:224 × 10−1 −4:559 × 10−2 5:259 × 10−1

0.05 9:042 × 10−1 −3:566 × 10−2 2.022 −2:841 × 10−1 8:346 × 10−1 −4:660 × 10−2 5:314 × 10−1

0.08 9:021 × 10−1 −3:464 × 10−2 1.967 −2:713 × 10−1 8:363 × 10−1 −4:514 × 10−2 5:425 × 10−1

0.10 8:940 × 10−1 −3:336 × 10−2 1.870 −2:503 × 10−1 8:416 × 10−1 −4:458 × 10−2 5:515 × 10−1

0.15 8:847 × 10−1 −3:049 × 10−2 1.855 −2:460 × 10−1 8:345 × 10−1 −4:200 × 10−2 5:613 × 10−1

0.20 8:709 × 10−1 −2:816 × 10−2 1.770 −2:280 × 10−1 8:313 × 10−1 −4:022 × 10−2 5:698 × 10−1

0.25 8:477 × 10−1 −2:513 × 10−2 1.689 −2:122 × 10−1 8:126 × 10−1 −3:683 × 10−2 5:732 × 10−1

0.30 8:101 × 10−1 −2:010 × 10−2 1.475 −1:679 × 10−1 8:021 × 10−1 −3:327 × 10−2 5:858 × 10−1

0.40 7:563 × 10−1 −1:369 × 10−2 1.155 −1:022 × 10−1 7:894 × 10−1 −2:917 × 10−2 5:998 × 10−1

0.50 7:192 × 10−1 −9:542 × 10−3 9:129 × 10−1 −5:258 × 10−2 7:771 × 10−1 −2:542 × 10−2 6:118 × 10−1

0.75 6:487 × 10−1 −2:016 × 10−3 5:115 × 10−1 2:847 × 10−2 7:394 × 10−1 −1:711 × 10−2 6:281 × 10−1

1.00 6:028 × 10−1 2:617 × 10−3 3:564 × 10−1 5:736 × 10−2 6:813 × 10−1 −7:617 × 10−3 6:318 × 10−1

1.50 5:479 × 10−1 7:745 × 10−3 2:408 × 10−1 7:599 × 10−2 5:958 × 10−1 4:986 × 10−3 6:282 × 10−1

2.00 5:176 × 10−1 1:187 × 10−2 2:150 × 10−1 7:910 × 10−2 5:574 × 10−1 1:063 × 10−2 6:264 × 10−1

3.00 5:156 × 10−1 1:149 × 10−2 2:479 × 10−1 7:098 × 10−2 5:505 × 10−1 1:046 × 10−2 6:185 × 10−1

4.00 5:005 × 10−1 1:287 × 10−2 2:822 × 10−1 6:137 × 10−2 5:287 × 10−1 1:208 × 10−2 6:072 × 10−1

5.00 4:748 × 10−1 1:563 × 10−2 2:037 × 10−1 7:588 × 10−2 5:122 × 10−1 1:417 × 10−2 6:043 × 10−1

7.50 4:211 × 10−1 2:163 × 10−2 −1:653 × 10−2 1:189 × 10−1 4:920 × 10−1 1:717 × 10−2 6:036 × 10−1

10.00 3:946 × 10−1 2:512 × 10−2 −5:540 × 10−2 1:251 × 10−1 4:898 × 10−1 1:609 × 10−2 5:944 × 10−1
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the empirical-scaling approach does not exhibit as much
oversaturation at large magnitudes, short distances, and short
periods as the stochastic-scaling approach. Because the con-
sensus among engineering seismologists is to preclude over-
saturation in GMPEs (e.g., see ASK14 and CB14), we prefer
the version of the CENA GMPE that is based on the empiri-
cal-scaling approach.

Comparison with Previous Models

Figure 5 shows a comparison of the distance-scaling
(attenuation) characteristics of the GMPEs developed in
this study (hereafter, PZCT14) with those of Pezeshk et al.
(2011; hereafter, PZT11) and the hard-rock version of Camp-
bell (2007, 2008, 2011; hereafter, C07). Plots are shown for
PGA and PSA at T � 0:1, 0.2, 0.5, 1.0, and 4.0 s, M 5.0
and 7.0, and Rrup � 1–500 km. Our models were developed
for distances up to 1000 km, but here we used 500 km for
plotting purposes. Both C07 and PZT11 used the HEM

approach to develop GMPEs for the generic CENA hard-
rock site conditions defined by Atkinson and Boore (2006),
which correspond to NEHRP site class A (BSSC, 2009) with
VS30 ≥ 2000 m=s and κ0 � 0:005 s. To perform a consistent
comparison, the estimated GMIMs from C07 and PZT11
were adjusted to the reference hard-rock site conditions used
in this study, which corresponds to VS30 � 3000 m=s and
κ0 � 0:006 s (Hashash, Kottke, Stewart, Campbell, Kim,
Moss, et al., 2014). This adjustment was approximated by
multiplying the C07 and PZT11 GMIM predictions by
the ratio of the site-amplification factors in Atkinson and
Boore (2006) to those used in this study (Boore and Thomp-
son, 2015). No adjustment for κ0 was done because we
believe that the value of 0.005 s used by C07 and PZT11
and the value of 0.006 s used in this study leads to negligible
differences in site attenuation for the frequencies of interest
in this study.

PZT11 used a lower median stress parameter for
CENA compared with this study (250 vs. 400 bars).

Figure 3. Response spectra predicted by the CENA hybrid empirical GMPE developed in this study based on the stochastic-scaling
approach to large-magnitude scaling showing its dependence on magnitude at rupture distances (Rrup) of 5, 10, 30, and 70 km. The color
version of this figure is available only in the electronic edition.
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Similarly, C07 used a stress parameter of 280 bars.
Although this appears to be inconsistent, we note that these
lower stress parameters are consistent with the value of
250 bars found by Boore (2009) and Atkinson et al.
(2009) to approximate the finite-fault predictions of Atkin-
son and Boore (2006), based on a stress parameter of
140 bars, using the point-source stochastic simulation pro-
gram SMSIM. Because all of these models are calibrated
with CENA recordings, the differences in the stress param-
eters are self-consistent and do not represent a bias in the
GMIM predictions. From Figure 5, we observe that the
GMIM predictions of C07 and PZT11 are similar to the pre-
dictions of this study at high frequencies for M 5.0 and
Rrup > 10 km; however, they are generally smaller for
M 7.0. One important difference at short distances is the use
of the new effective point-source distance metric defined in
equation (3) that was used to model the near-source magni-
tude-saturation effects in the stochastic-scaling approach. The
use of this distance metric clearly leads to greater saturation (in
fact, oversaturation) at short periods, short distances, and large

magnitudes compared with the empirical-scaling approach.
PZT11 used a similar effective distance metric, but C07
did not (Campbell, 2014). For longer periods, the C07 and
PZT11 predictions are smaller even for M 5.0 and
Rrup > 10 km.

Youngs and Kuehn (2015) extrapolated NGA-East mod-
els including Pezeshk et al. (2015) GMM at close and/or
large distances to cover the full range of Rrup (0–1500 km).
They extrapolated values so that the value at 1000 km pre-
dicted by the fitted model matched the value provided by
Pezeshk et al. (2015) and this study. Youngs and Kuehn
(2015) applied adjustment factor for close distances to pre-
vent oversaturation. They achieved this as follows: “for each
frequency, the magnitude curve that produced the highest
ground motions at Rrup � 0 is identified as the upper-limit
ground motions. Then, starting in sequence with the next
highest magnitude, the ground motions at each distance are
taken to be the maximum of the values for that magnitude
and the magnitude below. In this way, full saturation is
achieved.” (p. 19).

Figure 4. Response spectra predicted by the CENA hybrid empirical GMPE developed in this study based on the empirical-scaling
approach to large-magnitude scaling showing its dependence on magnitude at rupture distances (Rrup) of 5, 10, 30, and 70 km. The color
version of this figure is available only in the electronic edition.
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Comparison with Observations

The GMIM predictions from the GMPEs developed in
this study are compared with the PGA and PSA values from
the NGA-East database (Goulet et al., 2014; see Data and
Resources) for available CENA recordings with M ≥ 4:0
and Rrup < 1000 km. For this comparison, we only use tec-
tonic earthquakes and not the potentially induced events
(PIEs) identified in the NGA-East database (Goulet et al.,
2014) because of the scientific controversy about whether
PIEs have different source or attenuation characteristics than
tectonic events (e.g., Hough, 2014). We used the RotD50
horizontal GMIMs that are listed in the database to be
consistent with the definition of the GMIMs used in the

NGA-West2 GMPEs. We excluded earthquakes and record-
ing stations in the Gulf Coast region, which has been shown
to exhibit significantly different ground-motion attenuation
because of the thick sediments in the region (Dreiling et al.,
2014). Figure 6 displays a map of the recording stations
with different shades representing their NEHRP site class,
and Figure 7 displays a map of the associated earthquakes.
NEHRP site class E (soft-soil) sites were excluded from con-
sideration because of their complex site-response character-
istics and their potential for significant nonlinear site effects.
Figure 8 displays the magnitude–distance distribution of the
selected recordings.

As seen in Figure 6, the selected recordings were ob-
tained on a variety of site conditions. To perform a consistent

Figure 5. Comparison of peak ground acceleration (PGA) and pseudoacceleration response spectral acceleration (PSA) predicted by the
CENA GMPEs developed in this study (PZCT14) with the predictions of two hybrid empirical models developed previously by the authors:
(lower curve)M 5; (upper curve)M 7; PZT11, Pezeshk et al. (2011); C07, Campbell (2007, 2008, 2011); SA, spectral acceleration. The color
version of this figure is available only in the electronic edition.
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comparison between the GMIM predic-
tions from the GMPE developed in this
study and the observations, the observed
GMIMs were adjusted to the CENA
hard-rock reference site condition used
to develop the GMPE based on the same
approach used in the NGA-East project
(C. A. Goulet, personal comm., 2014). We
first adjusted the observed PSA and PGA
values for sites with VS30 < 1500 m=s to
NEHRP B/C site conditions (VS30 �
760 m=s) using the site term in BSSA14.
This site term is a function of VS30 and
PGAR, the median value of PGA on
NEHRP B/C site conditions. The BSSA14
site term includes two parts: a linear term
FLIN that is a function of VS30 only and a
nonlinear term FNL that is a function of
both VS30 and PGAR. To avoid an iterative
process, an estimate of PGAR for each re-
cording was obtained from a point-source
stochastic simulation for each magnitude,
distance, and spectral period of interest
using the CENA seismological parameters
given in Table 2 and then adjusted to
CENA hard-rock site conditions using the
crustal-amplification factors for a generic
CENA NEHRP B/C site from table 4 of
Atkinson and Boore (2006). After adjust-
ing the observed GMIM values to the
NEHRP B/C site conditions, we used the
spectral crustal-amplification factors in
table 4 of Atkinson and Boore (2006) to
adjust the GMIMs to CENA hard-rock
site conditions. The hard-rock sites with
VS30 ≥ 1500 m=s were adjusted to VS30 �
3000 m=s using a different method, as
discussed in the next paragraph.

A summary of the method that we used
to adjust the observations to the CENA
reference hard-rock site condition can be
described as follows (similar to the Boore
and Campbell, 2017, approach):

1. Compile generic VS and density profiles
corresponding to VS30 � 760 m=s
(Atkinson and Boore, 2006), VS30 �
2000 m=s (Atkinson and Boore, 2006),
and VS30 � 3000 m=s (Boore and
Thompson, 2015).

2. For each recording of given M, Rrup,
and VS30 < 1500 m=s, correct to
VS30 � 760 m=s using the site term
in BSSA14 and the value of PGAR

from the CENA stochastic simulations
after correcting to NEHRP B/C site

Figure 6. CENA recording stations used in the comparisons with the hybrid em-
pirical GMPE developed in this study. All stations located within Gulf Coast region
were excluded. NEHRP, National Earthquake Hazards Reduction Program. The color
version of this figure is available only in the electronic edition.

Figure 7. CENA earthquakes used in the comparisons with the hybrid empirical
GMPE developed in this study. All potentially induced earthquakes (PIEs) and events
located within the Gulf Coast region were excluded. The color version of this figure is
available only in the electronic edition.
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conditions using the ratio of the crustal-amplification fac-
tors for the VS30 � 760 and 3000 m=s site profiles. For the
few sites with 1500 < VS30 < 2000 m=s, stochastically
simulate the value of PGA and PSA using the crustal-
amplification factors for the VS30 � 2000 m=s site
profile.

3. Find the ratio of PGA and PSA values between the
VS30 � 760 and 3000 m=s site profiles or between the
VS30 � 2000 and 3000 m=s site profiles and use these as
adjustment factors to correct the recorded GMIM values
to the reference hard-rock site conditions.

Figure 9 compares the site factors that were used to
adjust the observed PSA values from the reference NEHRP
B/C site condition, or alternatively from the Atkinson and
Boore (2006) hard-rock site condition, to the CENA refer-
ence hard-rock site condition, which includes the effects
of both crustal amplification and site attenuation. The plots
show the spectral ratio of PSA between the 3000 m=s
and 3000 m=s site profiles (Fig. 9a) and between the VS30 �
2000 and 3000 m=s site profiles (Fig. 9b). Ratios are given
for M 3.5, 4.5, 5.5, and 6.5, and Rrup � 10 and 100 km. The
magnitude range was selected to show the adjustment factors
that are most relevant to the magnitudes of the observed
earthquakes. The two distances are provided to demonstrate
how the adjustment factors vary with distance. These plots
show that the adjustments can be relatively large for the
NEHRP B/C site profile and almost negligible for the VS30 �
2000 m=s site profile.

Figure 10 compares the median predicted values of PSA
from the GMPE based on stochastic scaling at large magni-
tudes versus the site-adjusted observed PSA at T � 0:2, 1.0,
and 2.0 s for three one-unit magnitude bins centered at
M 3.5, 4.5, and 5.5. These comparisons include the common

log empirical calibration constant of 0.32 (factor of 2.09) that
was used to adjust the GMIM predictions from the GMPE
for the average misfit between the predictions and the obser-
vations over all magnitudes, distances, and spectral periods.
In general, there is relatively a good agreement between the
PSA predictions and the observations, although there are
some magnitudes and distances where the comparison is bet-
ter than others. We note that there is a great deal of uncer-
tainty associated with adjusting the observed GMIMs to the
reference hard-rock site conditions in CENA that precludes
making definitive conclusions regarding their comparison
with the predicted values.

Figure 11 shows the total residuals from the GMIM
predictions that are based on stochastic scaling at large
magnitudes as a function of distance for T � 0:2, 1.0, and
2.0 s. In this figure, the size of each circle and its shades
represents the magnitude of the earthquake. Squares
represent the mean values and the error bars represent the
95th percentile confidence limits of the mean of the binned
residuals. This figure shows that there is about a 50% sta-
tistically significant underestimation by the GMPE for
binned distances ranging from 50 to 300 km, but this under-
estimation disappears at longer periods (lower frequencies).
Otherwise there is no substantial trend in the total residuals
with distance.

A variance-component technique proposed by Chen
and Tsai (2002) was used to decompose the prediction error
of the GMIMs into three components, which using the ter-
minology of Al Atik et al. (2010), are (1) the between-event
standard deviation τ, (2) the site-to-site standard deviation
ϕS2S, and (3) the within-event single-site standard deviation
ϕSS. Figure 12 displays these residuals for T � 1:0 s as a
function of magnitude and distance. As can be seen in this
figure, the total residual errors are significantly reduced after
they are corrected for the between-event and the site-to-site
components of variability. This difference can be seen even
more clearly in Table 8, which lists the natural log standard
deviations of the three components of variability for PSA at
T � 0:2, 1.0, and 2.0 s. The standard deviations in this table
are given in natural log units so that they can be compared
more easily with the standard deviations listed in the litera-
ture as well as those recommended in this study for use with
our GMPE (see equations 6 and 7 and the coefficients listed
in Tables 6 and 7).

Table 8 compares the natural log standard deviations of
the between-event variability (τ) and the within-event vari-
ability (ϕ) estimated from the CENA observations with those
recommended in this study for an M 4.0 event. This magni-
tude was selected because it is near the average of the mag-
nitudes of the observed events. The within-event standard
deviation of the observations was calculated from the SRSS
of ϕS2S and ϕSS. The values of τ from the observations are
found to be similar to or even somewhat smaller than those
from the GMPE aleatory variability model. However, the
values of ϕ from the observations are generally higher,
likely because of the additional dispersion that results from

Figure 8. The magnitude–distance distribution of the selected
CENA ground-motion recordings used to compare with the hybrid
empirical GMPE developed in this study. All PIEs and events lo-
cated within the Gulf Coast region were excluded. The color version
of this figure is available only in the electronic edition.
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the large site adjustment and the uncertainty whether the
BSSA14 site term is appropriate in CENA. The result is that
the total standard deviation (σ) is somewhat larger for
the observations than for the GMPE aleatory variability
model. It is also interesting to compare the within-event
and single-site standard deviations of the observations with
those summarized in Rodriguez-Marek et al. (2013) for dif-

ferent tectonic regions. The values of ϕ
and ϕSS tend to fall in the upper range
of the values shown in figure 2 of Rodri-
guez-Marek et al. (2013). This is not sur-
prising considering the relatively large
amount of uncertainty associated with
the large site adjustment that was applied
to the observed GMIMs. Interestingly, the
standard deviations from the observations
are similar to those found by Rodriguez-
Marek et al. (2013) for California, which
were derived from events dominated by
the same magnitude range as the CENA
events.

Figure 13 compares response spectra
from our two proposed GMPEs (PZCT-
M1SS and PZCT-M2ES) with the other
NGA-East GMPEs (PEER, 2015), which
include B-a04, B-ab14, B-ab95, B-
bca10d, B-s11, B-sgd02, 1CCSP, 1CVSP,
2CCSP, 2CVSP, YA15, Frankel, and
HA15. In addition, we include the more
recent GMPEs of Graizer (2016; hereafter,
G16) and Shahjouei and Pezeshk (2016;
hereafter, SP16) models in this and sub-
sequent comparisons, which we refer to
as CENA GMPEs for brevity. The spectral
accelerations are shown for an earthquake
magnitude ofM 5 and 7 for rupture distan-
ces of 10, 30, 70, and 100 km at spectral
accelerations ranging from 0.1 to 100 Hz
(periods of 0.01 to 10 s). For comparison
purposes, the Joyner–Boore distances
used in SP16 were converted to equivalent
rupture distances using the Scherbaum
et al. (2004) magnitude–distance con-
version relation. Figure 14 shows the at-
tenuation of spectral accelerations at
frequencies 0.5, 1.0, and 2.0 Hz (periods
of 0.5, 1.0, and 2.0 s) for earthquake mag-
nitudes of M 5 and 7 and distances up to
1000 km. Figure 15 shows how the
GMPEs compare in terms of magnitude
scaling for frequencies 0.5, 1.0, and 2.0 Hz
and distances of 10, 100, and 400 km.
Because of significant overlap of predicted
spectral accelerations in Figure 15 at
the higher frequencies, our proposed

GMPEs (PZCT-M1SS and PZCT-M2ES) are compared
with the geometric mean and �1σ of the CENA GMPEs.
Figures 13–15 illustrate that our GMPEs are in good
agreement with the other CENA GMPEs except for large
distances in which our GMPEs have a lower predicted
attenuation.

Figure 9. Comparisons of (a) the VS30 � 3000 m=s to NEHRP B/C (VS30 �
760 m=s) PSA spectral ratios and (b) the VS30 � 3000 to 2000 m=s PSA spectral ratios
used to adjust the empirical observations to the CENA reference hard-rock site condition
recommended by Hashash, Kottke, Stewart, Campbell, Kim, Moss, et al. (2014). The
color version of this figure is available only in the electronic edition.
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Summary and Conclusions

The HEM of Campbell (2003) was used to develop
two new GMPEs for CENA. These GMPEs are based on
two alternative large magnitude-scaling approaches: (1) using
HEM-based GMIMs predictions for all magnitudes even
though the stochastic simulations used to perform the
regional adjustments were based only on seismological mod-
els that were constrained by data withM ≤ 6:0, referred to as
the stochastic-scaling (PZCT-1SS) approach, and (2) using
HEM-based GMIM predictions for M ≤ 6:0 and the magni-
tude-scaling predicted by the NGA-West2 GMPEs for larger
magnitudes, referred to as the empirical-scaling (PZCT-2ES)
approach. The empirical-scaling approach eliminates or sig-
nificantly reduces oversaturation of GMIM predictions at

large magnitudes, short distances, and short periods and is
therefore preferred over the stochastic-scaling approach.
The new GMPEs are valid for predicting PGA and 5%
damped PSA for T � 0:01–10 s, M 4.0–8.0, and nominally
for Rrup < 1000 km. However, because the developers of the
NGA-West2 GMPEs suggest that their models are mostly
constrained by data at distances within about 300 km, we
suggest that the GMIM predictions from our new GMPEs
become less reliable at Rrup > 300–400 km and should be
used with caution at these larger distances. The GMIM pre-
dictions represent the reference CENA hard-rock site condi-
tion recommended by Hashash, Kottke, Stewart, Campbell,
Kim, Moss, et al. (2014), which corresponds to a site with
VS30 � 3000 m=s and κ0 � 0:006 s. The prediction of
GMIMs for other site conditions requires using appropriate

Figure 10. Comparisons of the ground-motion intensity measure (GMIM) predictions from the hybrid empirical GMPE developed in
this study with the site-adjusted GMIM observations for spectral periods of 0.2, 1.0, and 2.0 s and three magnitude bins: M 3.5 (3.0–4.0),
M 4.5 (4.0–5.0), and M 5.5 (5.0–6.0). The color version of this figure is available only in the electronic edition.
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site-amplification factors, such as those used to adjust the
CENA recordings to the CENA reference hard-rock site con-
dition in this study. We consider our new GMPE to be a via-
ble alternative to both the existing set of CENA GMPEs,
such as those used by Petersen et al. (2008) in the develop-
ment of the national seismic hazard model, and to other
GMPEs that have been developed as part of the NGA-East
project. Including a GMPE developed using the HEM

approach will be an important contribution to the distri-
bution of epistemic uncertainty of GMIM predictions
in CENA.

The application of the HEM approach in this study
used WNA empirical GMPEs developed as part of the
NGA-West2 project (Bozorgnia et al., 2014) to estimate
GMIMs in the host region. These GMPEs were evaluated
for a reference firm-rock site condition corresponding to
VS30 � 760 m=s and the default earthquake depths and
basin effects recommended by the GMPE developers. For
the WNA stochastic simulations, we used a consistent set of
seismological parameters that were derived from the NGA-
West2 GMPEs. For the CENA stochastic simulations, we
used an updated set of regionally consistent seismological
parameters that were derived by Chapman et al. (2014);
Hashash, Kottke, Stewart, Campbell, Kim, Moss, et al.
(2014); Boore and Thompson (2015); and Yenier and Atkin-
son (2015a). The major assumption in the HEM approach is
that the near-source scaling and saturation effects observed
in active tectonic regions, such as WNA, is a general behav-
ior that can be extended to other tectonic regions, such as
CENA. The empirical GMIM predictions from the host
region were adjusted by stochastically simulated GMIM
ratios that account for the differences in the source, path,
and site response between the target (CENA) and the host
(WNA) regions. These adjustment factors were evaluated
using a point-source stochastic model with an effective
point-source distance metric that mimics the distance from
a finite-fault rupture plane, such as that used in the NGA-
West2 GMPEs.

We used a stress parameter of 400 bars estimated
by Boore and Thompson (2015), a path-duration model
derived by Boore and Thompson (2014), and an attenuation
model developed by Chapman et al. (2014) for the CENA
stochastic ground-motion simulations. For WNA, all of the
seismological parameters, except for κ0, were based on the
point-source inversions of the median predictions of PGA
and PSA from the NGA-West2 GMPEs performed for events
with M ≤ 6:0 and sites with Rrup < 200 km. The value of κ0
was derived from the NGA-West2 GMPEs using the IRVT
approach of Al Atik et al. (2014) and fixed in the inversion to
avoid a trade-off between Δσ and κ0. An effective point-
source distance metric that combines those proposed by
Atkinson and Silva (2000) and Yenier and Atkinson
(2014, 2015a,b) was used in the stochastic simulations in
both regions to capture near-source finite-fault geometric
attenuation effects.

The GMIM predictions from the GMPEs developed
in this study were compared with the observed GMIM
values from the NGA-East database (Goulet et al., 2014;
see Data and Resources) by evaluating the residuals between
the predictions and the observations, after adjusting the latter
to the CENA reference hard-rock site condition (Hashash,
Kottke, Stewart, Campbell, Kim, Moss, et al., 2014). In
general, there is relatively good agreement between the
GMPEs and the CENA observations. We consider any

Figure 11. Plots showing the distribution of the site-adjusted
residuals as a function of rupture distance (Rrup). The size of each
circle and its shades represent the magnitude of the event. Squares
represent the mean of the binned residuals. The color version of this
figure is available only in the electronic edition.
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disagreement between the predictions and site-adjusted
observations to be acceptable, considering the relatively
large adjustments and associated uncertainty that was neces-
sary to adjust the observations to the CENA reference hard-

rock site condition. A comparison between our new GMPEs
with those developed previously by the authors shows that
they closely agree atM 5 and short periods but predict lower
GMIMs at larger magnitudes and longer periods.

Data and Resources

We used the peak ground accelera-
tion (PGA) and response spectra of
central and eastern North America
(CENA)–recorded ground motions and
related metadata that were compiled
and processed by the Next Generation At-
tenuation-East (NGA-East) project and pro-
vided to us by Christine A. Goulet in the
form of a flatfile. All of the other data
and models used in this study are available
in the References.

Figure 12. Plots showing (a) the between-event residuals versus magnitude, (b) the within-event residuals versus magnitude, (c) the
total residuals versus rupture distance, and (d) the within-event single-site residuals versus rupture distance for a spectral period of 1.0 s.
The size of each circle and its shades represent the magnitude of the event. The color version of this figure is available only in the
electronic edition.

Table 8
Standard Deviations Segregated by Variance Components in Natural

Log Units

Period (s)

Observations GMPE (M 4.0)

Component of Variability 0.2 1.0 2.0 0.2 1.0 2.0

Between-event (τ) 0.357 0.350 0.334 0.396 0.472 0.489
Site-to-site (ϕS2S) 0.668 0.596 0.484 — — —
Single-site (ϕSS) 0.490 0.527 0.550 — — —
Within-event (ϕ) 0.829 0.796 0.733 0.752 0.703 0.560
Total (σ) 0.902 0.870 0.805 0.850 0.846 0.743

GMPE, ground-motion prediction equation.
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Figure 14. Comparison of predicted attenuation of spectral accelerations for theGMPEs proposed in this study (PZCT-M1SS and PZCT-M2ES)
with those developed recently for CENA at frequencies 0.5, 1, and 2Hz for earthquakemagnitudes ofM 5 and 7 and rupture distances up to 1000 km.
See theComparisonwithObservations section for a descriptionof theGMPEs.The color versionof this figure is available only in the electronic edition.

Figure 13. Comparison of predicted spectral accelerations for the two GMPEs proposed in this study (PZCT-M1SS and PZCT-M2ES) with
those developed recently for CENA for an earthquake magnitude of M 5 and 7.5 for rupture distances of 10, 30, 70, and 100 km. See the
Comparison with Observations section for a description of the GMPEs. The color version of this figure is available only in the electronic edition.
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